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SUMMARY 

Technical Problem 
The Network Analysis Corporation contract with the Advanced Research 
Projects Agency incorporates the following objectives:  To determine 
the most economical configurations for the ARPA Computer Network; 
to study the properties of store-and-forward networks, and in particular 
to investigate the relationship between traffic, routing, throughput, 
and cost for large networks; and finally, to duvelop procedures for 
the analysis and design of reliable and survivable computer and com- 
munication networks. 

General Methodology 
The study of ARPA Net design properties haj heavily used the NAC 
computer network design programs for generating low cost systems. 
The approach to the reliability problem has combined analysis, com- 
binatorics and computer simulation to derive efficient reliability 
analysis schemes.  The heart of the research program has been a dual 
attack on basic network theoretical, problems and the development of 
computational techniques for efficiently handling large network 
structures. 

Technical Results 
Some of the results accomplished during the reporting period are: 

e A projected 26 node design is shown to be within 1% of a theoretical 
globally optimum solution and a projected 40 node design using hypo- 
thetical node locations indicates that the economic trends exhibited 
by the previous evolution of the ARPA Net can be expected to continue. 

• A detailed throughput reliability analysis of the ARPA Net con- 
sidering element failures, traffic requirements, routing, and accept- 
able delays shows that the Network is highly ciäaptable to component 
failures. 

e It is shown that the high peak bandwidths presently achievable 
within the Network are obtained at virtually no cost. 

• A new routing procedure yielding throughputs extremely close to 
the optimal during heavy traffic is described.  This new algorithm 
represents a major computational breakthrough for the "shortest 
path problem," which is one of the most fundamental of network * 
analysis. 

e Major computational improvements for large network reliability 
analysis are described. 
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Department of Defense Implications 
fhe new technical results extend our previous conclusions about the 
economic viability and practicality of ARPA-like networks for DOD 
communications.  The results on reliability increase the range of 
networks that can be studied to include very large networks of the 
kind that would be required for Defense Communications.  The new 
computational results on routing, shortest paths, and connectivity 
will increase the savings resulting from optimization of these 
networks. 

Implications for Further Research 
The present results point to the need and aid in the progress of 
research in a number of areas including:  determining the relation- 
ship between network connectivity, size# reliability and survivnbility; 
developing new optimization algorithms for very large network design; 
developing design procedures for large networks which specifically 
incorporate reliability/availability requirements as constraints. 
Furthermore, the significant computational irprovements in the con- 
nectj 'ity and shortest path algorithms open new possibil ities for 
the iioproved optimization of other network structures such as large 
scale systems of Telpaks and other leased line options. 
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1- DESIGN PROBLEMS FOR COMPUTER NETWORKS 

The present Network Analysis Corporation contract with the 

Advanced Research Projects Agency incorporates the following 

objectives: 

• To determine the most economical configurations for the 

ARPA Computer Network, 

• To study the properties of store-and-forward networks, and 

in particular to investigate the relationship between traffic, 

routing, throughput, and cost. 

• To develop procedures for the analysis and design of reliable 

and survivable computer and communication networks. 

The research effort has resulted in a constantly evolving net- 

work optimization computer program which is able to produce extremely 

economical networks.  The program's capabilities have been advanced 

^-o the point where networks with several hundred nodes can be handled. 

Cost-throughput characteristics for a 2ü0-node store-and-forward net- 

work were determined.  These characteristics extend the results of 

previous studies which showed that large ARPA-like networks are 

economical to operate using the present equipment of the ARPA Net. 

For the ARPA Computer Network, low cost networks have been 

derived and augmented as the network has grown,  it has been shown 

that the ARPA network provides near optimal performance and retains 
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its high throughput capabilities under variations in input traffic 

rates. 

Activity in the reliability and survivability areas has focused 

on formulating realistic network survivability criteria and develop- 

ing procedures for analyzing and designing large networks. The 

effort has resulted in the development of analysis methods more than 

1000 times more efficient than conventional schemes. 

Many formidable problems remain in the optimization of the design 

of computer networks. These problems which are under study at NAC 

include: 

Network Choice,  m ge-aral, there are f (^Nzi)):] [«hü-M).]/^ 

ways of arranging M links among N nodes. Considering all possible 

designs by computer is out of the question, and no known theoretical 

method exists for finding an optimal computer-commurication layout. 

Discrete Elements. Components usually are available in discrete 

sizes.  Thus, line speeds can be at 2000, 2400, 3600 9600  

50,000, 240,000 baud, etc.  This means an integer optimization prob- 

lem must be solved. Except in special cases, no theoretical method. • 

now exist for problems of practical size. 

Nonlinearities. Component cost structures, time delays, and 

reliabilitie. «re all nonlinear functions. Typical cost function. 

«re neither "concave" nor "convex" and no analytical methods are 
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available to obtain optimal solutions fci networks containing such 

elements. 

Present methods for topological optimization involve the 

heuristic application of a family of optimization procedures called 

"branch exchanges."  Branch exchange methods are search procedures 

-nd for network designs incorporating realistic constraints on 

routing, throughput, delay, cost, reliability and physical imple- 

mentation, the complexity of the computation is on the order of n3 

to n6 where n is the number of nodes.  For networks with several 

hundred nodes, present procedures are inadequate because of the 

large amounts of computer time needed to perform the optimization. 

Therefore, entirely new classes of optimization techniques must be 

developed for large scale networks.  Research on these new procedures 

is now underway. 

ROHtins-  For a centralized network, the routing problem reduces 

to a flow control problem since there is only one path between any 

pair of nodes.  On the other hand, for distributed networks like 

the ARPA network, twc different kinds of routing problems must be 

solved to specify and operate an efficient network. Routing procedures 

used for design must be effective for finding low cost networks.' 

However, once a particular network structure has been selected, it 

becomes essential to take full advantage of the location and capacity 

3. 



of each line and node.  Furthermore, the routing procedures installed 

in the physical network must (1) keep network "overhead" low and 

(2) adjust to variatiors in traffic as a function of time.  For the 

design problem traffic flows are usually assumed to be time invariant. 

A variety of alternate routing procedures which can be rapidly per- 

formed by computer are then possible.  These procedures must model 

the dynamic routing strategies which are actually implemented in the 

network.  Furthermore, the performance of a particular routing strat- 

egy is critically dependent on the capacities assigned to the links, 

in many procedures either these capacities are assigned before the 

routing is performed, or a routing is first performed and capacities 

then assigned.  Ihe difficulty with such approaches is that a  priori 

the routing-capacity assignment combination is biased and often any 

changes of effecting economics are reduced.  Ihus, problems of 

importance are:  (1) to find routing procedures which are realistic 

and simultanecwly can be run in milliseconds during optimization 

routines, and (2) that no general procedures are yet known for as- 

signing capacities from a wide range of options while simultaneously 

optimizing the routing used in the design procedure. We view thia 

as one of the most important open problems. 

clustering.  «The design of small networks (say, less than 100 

nodes) is relatively straightforward. However, the design for 

larger networks is under intensive study. At present, it appears 



that the most fruitful approach to design and implementation will 

be based on the partitioning of the network into regions, or 

equivalent!^ constructing a large network by connecting a number 

of regional networks. To send a message, a sender might specify 

(1) the destination region and (2) the destination node in that 

region,  m order to create effective partitions, we must solve a 

variety of "clustering" problems. 

Nodes may be clustered into regions for numerous reasons such 

as (a) to partition status information for use in routing, flow 

control, and othm-  decision process within the operating network; 

(b) to determine regions of low, medium and high speed lines in 

hierarchical structures; (c) to determine decompositions for topologi- 

cal designs, and (d) to find concentrator/multiplexer locations. 

The literature on clustering and partitioning is large but frag- 

mented and spread over many domains including information retrieval, 

taxonomy and networks. A potentially valuable research area is 

the application of known clustering techniques to computer networks. 

fti. requires the assignment of appropriate "distance measures" to 

take into account cost, capacity, traffic, delay, reliability and 

routing. Almost no theoretical results are presently known for this 

problem. 

■ 
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Reliability. An essential characteristic of any good network 

design is that it not suffer significant degradation in performance 

if some elements fail. With the state of current technology, both 

nodes and communication links have nontrivial downtimes.  Therefore, 

the network design must provide for these failures by having suffi- 

cient alternate paths to satisfy flow requirements and time delay 

constraints.  For example, some networks arc» made reliable by in- 

stalling parallel nodes and lines while the ARPA design utilizes 

distributed control 'nd multiple independent paths between each 

pair of nodes. 

Tho network reliability problem has two aspects—analysis and 

design.  Reliability analysis, even for large nets, has now been 

advanced to the point where it appears relatively straightforward. 

Preliminary studies indicate that for large networks, reliability 

may be the dominant design constraint. However, the development 

of design techniques which handle realistic reliability constraints 

is still in its infancy. 

In this report, we summarize NAC's studies of computer network 

analysis and design during the period 15 June 1971 to 15 December 

1971. 

■ 
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ARPA Net Studies 

Chapter 2 describes NAC's studies of the economic and growth 

characteristics of the ARPA Network.  In Section 2.1, the continued 

evolution of the Network is discussed and it is seen that a projected 

26 node design is within 1% of the theoretically globally optimum 

but unrealizable solution that would exist if all nodes were to be 

connected at the same time without the constraint of an installation 

schedule.  Of equal importance, a projected 40 node design using 

hypothetical node locations indicates that the economic trends ex- 

hibited by the previous evolution of the Net can be expected to 

continue. • 

Section 2.2 provides a detailed throughput reliability analysis 

of the ARPA Net.  This analysis considers element failures, traffic 

requirements, routing, and acceptable delays as well as other per- 

tinent network characteristics.  This study shows that as long as a 

pair of nodes can sustain any communication, the network will have 

sufficient capacity and routing algorithms will be able to utilize 

this capacity to attain throughputs near the ideal design levels 

achievable under failure free conditions. 

Section 2.3 considers two problems:  (1) The cost of providing the 

peak bandwidths of 85 KBPS per node pair that are presently realiz- 

able in the ARPA Net; and (2) The incremental costs for adding 
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"user type" nodes to the ARPA Net.  For the first problem, it i. 

shown that only insignificant savings can be a^ved by allowing 

major reductions in the ARPA Net's peak bandwidth ca^bilities. 

For the second problem, cost-performance tradeoffs for adding new 

network nodes are established. 

Routiner 

The objective that time delay be minimized subject to a set 

of flow constraints makes the routing problem a variation of a 

nonlinear multicommodity flow problem. This problem, which was 

discussed in our Second Semiannual Report, can be readily formulated 

as a separable convex programming problem with the delay as the 

objective function and the conservation of flow and capacity limi- 

tations as the constraints; but for networks with more than a few 

nodes it is not computationally efficient to solve the programmina 

problem, and this approach cannot be used during the design stage. 

A heuristic routing procedure(described in Semiannual Reports 

1 and 2) routes flow over the least utilized paths containing a 

minimum number of nodes. This approach yields throughputs within 

5%-20% of optimum; and in addition to being fast (over three 

orders of magnitude faster than the programming approach), it 

facilitates minor changes of the network structure. On the other 

hand, it does not take good advantage of possible split routing 

8. 
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and variations in link capacities, and leaves room for considerable 

improvements especially in the case when the network contains a 

wide distribution of different line capacities.  (An apparently 

desirable characteristic of very large networks.) 

A generalization of the above routing procedure is discussed 

in detail in Section 3.2 of Chapter 3. Different types of flows 

are simultaneously routed over the paths with minimum numbers of 

nodes.  (These paths are "shortest paths" using a simple unit 

metric for each line.) When no shortest path with excess capacity 

is available, the saturated lines are deleted from the network and 

flows are then routed over the shortest paths of the remaining 

subnetwork.  The process is continued until the network is dis- 

connected.  The new procedure yields throughputs extremely close 

to the optimal  during heavy traffic.  Furthermore, the routing 

strategy is very similar to physical routing schemes under study 

for the ARPA Network, and it exhibits analogous behaviorial 

properties. 

Equally important, the new routing algorithm represents a 

major computational breakthrough for the "shortest path problem." 

The problem is one of the most fundamental ones of network analysis. 

New algorithms for this problem, which appear to be the most effi- 

cient yet devised, are given in Section 3.3.  In Section 3.4 

. ■ 
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the computational efficiency of the new algorithms are compared 

with the previously accepted "best" algorithm. 

Reliability 

Due to the success and economic potential of the "ARPA-like" 

networks, the size of computer networks can be expected to increase 

rapdily. A large number of computers in a computer network gives 

rise to several questions about its reliability. For the ARPA Net, 

the principal reliability requirement for network designs of less 

than 30 or 40 nodes is that there exist two node disjoint paths 

between every pair of n'jdes. This guarantees that at least two 

nodes or links must fail before any two nodes cannot communicate 

with one another. Many detailed reliability analyses of networks 

designed in this way indicated that this approach guarantees suffi- 

cient reliability for the network taken as a whole for nets similar 

to the current ARPA Net.  The first question of interest is: does 

the two node disjoint path method suffice as the number of nodes 

grows? Closely related to this question is: what minimum amount of 

network investment is required, as the number of nodes increases,in 

order to maintain a given level of network reliability. In Section 4.2 

preliminary results bearing on these questions are given. Simply 

stated, it does not appear that network reliability constraints" 

can be met for very large nets simply by requiring two node dis- 

joint paths between each pair. Mere sophisticated techniques for 

• 

10, 

1'    , . , 



designing large nets will be required.  Such techniques are currently 

under investigation. 

For many rer.sons it seems imperative that large computer nets 

will exhibit some hierarchical or decomposed structure.  In Section 

4.3 the computational consequences for reliability analysis of a two 

level hierarchical approach is investigated in which the nodes are 

partitioned into subnetworks called "regions" interconnected by a 

"global" network. In the same section, the related question of what 

size regions yields minimum computation for analysis is explored. 

Finally, to make reliability analysis of large networks feasible, 

computation ax improvements over the techniques employed for the 

smaller networks must be developed. A detailed analysis of the 

growth of computation with network size for various reliability 

analysis techniques is found in Section 4.4, and new techniques 

that are considerably faster than previously known techniques are 

specified. 
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2. ARPA NETWORK ANALYSIS AND DESIGN 

During the reporting period, a number of optimizations were 

performed to introduce new nodes into the ARPA net, to test and 

improve overall network economy and reliability, and to study the 

economic and growth characteristics of the ARPA network. The 

results of these studies are summarized in the following sections. 

2.1  ARPA NETWORK GROWTH 

Since initially there was no clear knowledge of the total 

traffic the network would have to accommodate, the network was 

first constructed with enough capacity to accommodate any reason- 

able traffic requirements. At the initial stages of the design, 

the "two-connected" reliability constraint forced the network 

throughput to be in the range 10-15 KBPS/node since two communica- 

tion paths between every pair of IMPs is needed. As new IMPS are 

added to the network, the capacity is being systematically reduced 

until the traffic occupies a substantial fraction of the network's 

total capacity. At this point, the network's capacity will be in- 

creased to maintain a desired percentage of loading. To insure 

that this process can be efficiently performed, each basic configu- 

ration is designed so that additional links can be added to 

economically increase network throughput. 
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If the locations of all network nodes are taown in advance, 

it is clearly TOst efficient to design the topologioal structure 

as a s.ngle global effort.  However, in th. ARPA Net, as in most 

actual networks,    node locations are added and modified on 

numerous occasions, on each such occasion, the topology could he 

completely reoptimized to determine a new set of link locative. 

in practice, however, there is a long lead time between the 

ordering and the delivery of a link and major topologioal modifi- 

cations cannot be made without substantial diffioulty. rt is 

therefore prudent to add or delete nodes with as little disturbance 

as possible to the basic network structure consistent with overall 

economic operation. Figure 2.1.2(a) shows the 26-node ARPA Net 

derived using the policy of adding new „odes with minimum disturb- 

ance to the basic 15-node configuration existing in March 1971 in 

the least costly manner. This 26-node net has a link cost of ap- 

proximately ?880.000 per year, a throughput of about 9.9 KBPS/node. 

and an average availability of oommunioation paths between 96« of 

all node pairs. 

At approximately 26 nodes the growth pattern within the net 

makes it desirable to implement some fundamental changes in network 

structure. Tf  original net expanded eastward from a 4-node con- 

figuration on the West Coast.  Because of this origination, the 

West coast had somewhat more capacity than other parts of the 

13. 



country. Also, because of the excellent relative location of the 

UTAH node, two of the three planned cross country paths utilize 

this node thus creating a great dependence in the enlarged net. 

Finally, the expanded net has a number of new nodes in the 

Washington, D.C. area. A redesign of the network taking advantage 

of these facts is shown in Figure 4.2.2(b). The new network design 

was aimed at changing as few existing or ordered links as possible, 

maintaining a throughput of around 10 KBPS/node, and increasing 

network reliability. 

The new network design, which is redrawn for visual conven- 

ience in Figure 2.2.2(c) has a link cost of $810,000 per year 

($70,000 per year lower). Significantly, the network reliability 

has also been increased to a point where further substantial in- 

creases can be made only by either adding many new links or reducing 

IMP downtimes. A graph of reliability versus element downtime is 

shown in Figure 2.1.2(d) for the designs in (a) and (b). 

To test the overall economy of the design shown in Figures 4.2.2(b) 

and (c), another design was produced.  Thg additional design was 

generated under the assumption that all 26 nodes were to he inter- 

connected into a network at the same time, with no restrictions 'on 

link locations. This design, which represents a"global" optimization, 

is shown in Figure 4.2.2 (e).  This topology, which is believed 

optimal under uniform traffic requirements, has link costs of $800,000 

14 
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Can be ^P6«^ to continue. », «w«  v 

between .cost to nn^e. of nodes is shown , c» is shown la Figure 051  „  , 
the growth of the net ^ ,- e 2.2.1. Durxng 

^ C08t ** node ^ ^en reduoed . 
$44,000/node/year for th« I. reduced from 

net t0 $30'0^/^e/year for the ^b-node net while +•>,« A 

"Ue the des19n throughput level hes been redu .  , 
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TABLE  2.1.1 

Node 
Number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
in 

12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 

RankÄrüng 
Largest 
Cities 

NODE   COORDINATES 
OPERATIONAL  OR  PROPOSED  LOCATIONS 

Node   Lo^at-inn 
 ,  Latitude Node Name 

31 
32 
33 
34 
35 
36 
37 
38 
39 
40 

3 
4 
5 
9 

14 
15 
16 
17 
19 
20 

UCLA 
SRI 
UCSB 
UTAH 
RAND 
BBN 
SDC 
MAC 
ILLINOIS 
HARVARD 
CARNEGIE-MELLON 
ETAC (WASHINGTON) 
SAAC 
LINCOLN LABS 
CASE 
STANFORD 
MITRE 
NCAR DENVER 
UCD 
AFWS OMAHA 
ROME, N.Y. 
NASA 
use 
TINKER 
McCLELLAN 
NBS 
NEW YORK 
UCSD 
ABERDEEN 
FT. BELVOIR 

HYPOTHETICAL LCCATIONS 

CHICAGO 
PHILADELPHIA 
DETROIT 
ST. LOUIS 
MINNEAPOLIS 
BUFFALO 
HOUSTON 
MILWAUKEE 
SEATTl^E 
DALLAS 

34 04 
37 22 
34 30 
40 40 
34 00 
42 30 
34 01 
42 30 
40 05 
42 30 
40 30 
38 50 
38 55 
42 35 
41 30 
37 18 
39 00 
39 30 
38 39 
41 00 
43 15 
37 17 
34 00 
35 27 
38 35 
39 08 
41 15 
32 55 
38 60 
38 65 

Longitude 

118 31 
122 10 
119 45 
111 50 
118 35 
71 20 

118 33 
71 12 
88 30 
71 15 
79 50 
77 00 
77 10 
71 20 
81 45 

122 10 
77 00 

105 00 
121 45 
96 00 
75 25 

122 02 
118 21 
97 32 

121 30 
77 10 
73 47 

117 20 
77 0 
77 0 

47 49 87 37 
40 0 75 13 
42 22 83 10 
38 39 90 15 
44 58 93 15 
42 54 78 71 
29 46 95 21 
43 10 87 56 
47 36 122 20 
32 45 96 48 
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FIGURE 2.1.2 (g») 

.•'■ Unconstrained 26-Node Net Optimization 

Cost:  $800,000/year 
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2-2 ARPA MET THRfinr.HD.T, ^^Agaia; ..,.n-r 

A .inpl. ana „atural characteri2ation ot network rel.abii.ty 

.s the .MUty of the „etwot. to sustain co-unication between aU 

operate pairs of uod... For design purpose3_ ^ ^^^ ^ 

-o in.epen.ent paths hetween no^es insu.es that at ieast two noaes 

^/or Un.s .ust faii hefure any pair of operahie XMPS oannot 

oo^unicate. rhis oriterion is indent of the properties 

of the no.es an. lin.s, an. .oes „ot ta.e into aocount the Ma^ee" 

of disruption that may occur  H»™  .. ^ 
y occur. Hence, it does not reflect the 

actual availability of resources in the net. 

A .ore refined measure is the . ,erage fraction of node pairs 

that cannot communicate because of „ode and link failures. To 

caloaate this measure, knowledge of the element failure rates 

must be available or estimated. Xf .esired, the availability 

of specific nodes and the existence of specified comnunicatin, 

node pairs can also be considered using this formulation. However 

the .expected fraction of noncmnunicating node pairs» is still a 

Purely topological reliability measure which does not completely 

reflect the ..adeguacy" of a network operating without some of its 

components. 

Th. most detailed level of analysis of reliability incorpor- 

ates element failures, flow reguirements, routing, acceptable delay. 
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an. other Pertinent netvork oharacteristlos_  ^ order ^ ^ 

the *äm  o£ the ARpA H.t ^ the ^^ ^^^^ M ^_ 

tion., a reliability analvSi3 „eating these fe0t„ 
ng tnese factors was performed, 

the „-„oae ÄRpÄ Net studiea ln aetaü in the ^ ^ 

annual RePort was oonsidere. to .alntain oontinuit, of treatment. 

- effeot on «^^ at „„^ ^ ^ ^ ^  ^^ 

by removing nodes and links from the network and , , ■= network and applying the NAC 
routing and analysis algorithms to the remaining network. To 

Perform a total analysis, an unmanagahle nu^er of computations 

would be retired, before, throughputs for only one and two 

node feiinres end one and two link failures were calculated. To 

he conservarive. it was assumed that all removals of three com- 

Ponents or more would reduce throughput to zero. That is. any 

oomhination of -hree or more elements „as assumed to be a cut 

Since there are many such c^binations which are not cuts (for 

example, only about », of the possible three link combinations 

are cuts,, the actual average net„rk throughput is slightly 

higher than the numbers given below. 

failures on network throughput under the assumption that all 

traffic recrements are egual. ^ nominal throughput of the 

M node net with ail elements operable is 11.5 K^/^. 
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Table 2.2.1 shows the effect for link failures while Table 2.2.2 

shows the effect for node failures for element downtimes of  2%. 

(The estimates for downtimes in the operating network).  Table 2.2.3 

and 2.2.4 itemize the basic data summarized in the first two tables. 

Combining both the node and link failure effects yields an average 

throughput of approximately 9.0 KBPS/node. Thus, the traffic 

handling capability of the operating net can be expected to be 

close to the nominal throughput under ideal conditions.  (In fact, 

the results of flow sensitivity analyses under varying traffic 

requirements and perfect component operations indicate throughput 

variations of 10%-20% are to be expected under even ideal conditions.) 

An alternative interpretation is that as long as  pair of nodes 

is able to communicate at all through the net, the network will 
■ 

have (1) sufficient capacity and (2) the routing algorithms will 

be able to utilize this capacity to provide acceptable through- 

puts . 
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TABLE   2.2.1 

EFFECTS   OF  LINK FAILURES   ON  THROUGHPUT 

Link Failure Probability =  0.02 

Expected Throughput = 10.1 KBPS/node 

I.     One  link failed 

Sample mean =9.1 KBPS/node      Sample deviation ■  1.45 KBPS/node 

Empirical distribution  function: 
Throughput 
less than    !       6 7 8 9 10 11 12 

% :       0 7.1 25.0 46.4 67.9 85.7 100 

Maximum throughput = 11.5 KBPS/node    Minimum throughput» 6.8iCR/node 

II.     Two links  failed 

Sample mean = 7.0 KBPS/node      Sample deviation = 2.57 i^BPS/node 

Empirical distribution function: 

Throughput 
less than 0 1 2345678 

%           :     0            7.9         7.9 7.9       7.9     18.2     25.9    4L2       60.3 

9            10           11 12 

83.1       94.6       99.5 100 

■ 

Maximum throughput ■■ 11.2 KBBynode Minimum throughput = 0.- 

28. 
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TABLE 2.2.2 

EFFECTS OF NQQfi FAILURES ON THRPUmPTTT 

Node Failure Probability = 0.02 

Expected throughput =9.9 KBPS/node 

I.  One node failed 

Sample mean . 8.5 KBPS/node  sample deviation - 1.64 KBPS/node 
^pirical distribution function: 

Throughput   . 
less  than     -'4567 8 9 10 11 1 

% :   0       4.3       4.3     17.4        39.1      56.5       82.6 91.3       lO 

Maximum throughput -•= 11.10 KBPS/node    Minimum thxot^put» 6.27KBP^od< 

II.  Two nodes  failed 

Sample mean = 6.1 KBPS/node       Sample deviation = 2.72 KBPS/node 
Empirical distribution function: 

Throughput 
less  than     !0l2b4 5 67 8 

* »     0       12.6      12.6      12.6     12.6      33.6       38.3      51.0       71.9 

9 10 11 

90.1 97.6 100 

Madmum throughp* = 10.80KBPS^ode       Minimum throughput - C. 
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TABLE  2.2.^ 

EFFECTS   OF   r.TNK FATT.TTPPC   nv THRnrTr,»DrTfT. 

Links 
Failed 

-l-U 

Throughput 
(KBPS/node) 

-i-A* 19) 

-(—5»_7. 
-(-5,19) 
-(-6.1<5> 
-C-6.. fl)_ 

-C-a«i4)_ 

-IU.47) 
-tl4-^lS) 
-4-1?, 13^- 
-<^?^4-74- 
-(U.au 

-<1-5.21>- 
-(16,?2.)_ 
-(18*20^ — 
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TWO LINK FAILURES 

Links Failed 

• 

( 
( 
( 
( 
( 
( 
( 
( 
( 

( 
( 
( 
( 
( 
( 

1« 
1* 
1* 
It 
It 
1» 
It 
it 
it 

it. 
it 
it 
it 
It 
it 

-(_lf 
( it 
-L-l. 
J-it. 

I i t 
t it 

d~lK 
(if 
-(-if. 
< if 

-( if 
( if 
L lf_ 
(It 
( .It 
-(-if 
( it 
( it 

3)t( it 5); 
3)t( it 2) 
3)f( 2f 3> 

3)f( 2f22) 
3)f( 2f 4) . 
3)f( 4f23) 
3)f( u,   9) 
3)f( 4fl8) 
3)f( tit) 
3)f( 5f 7>. 
3)f( 5fi9) 
3)f( 6f19) 
3)f( 6f 8) 
3)f( 6fl0) 
3)f( 7f23) 
3)f( 8f 9) 
3)f( Bfi^) 
3)t(i0tl3) 
3)f{lifl7) 
3)f (UflS) 
3)f(12fi3) 
3)f(I2fi7) 
3)f(I4f2i) 
3}f(15f20} 
3)f(I5f21) 
3)f(i6f22): 
3}f(I8f20) 
2)f( 1, 5) 
2)f ( 
2)f ( 

it 

"( 
( 

•( 
C 
( 
( 
( 
( 
( 

-it 
If 
if 
it 
It 
it 
it 
it 
it 
it 

2t 3) 
2f 4) 
2f22) 
4t23) 
4t 9) 
4fl8) 
bfl6) 
St 7) 
5tl9) 
6fl9) 
6f 8) 
6fi0} 
7f23) 
8f 9) 
8fl4) 

2)t(10tl3} 
2)f (llfl7) 
2>f(iitlS) 
2)t(i2tl3) 

2)f ( 
2<t{ 
2)f { 
2)t( 

it 2)t( 
it 2)f( 
it 2)f( 

2>t(. 
2)f ( 
2)f ( 
2),( 
2}f ( 
2)f ( 

i 

Throughput 
(KBPS/node) 

10.57 
10*04 
0.00 

11.00 
8.34 

..9.27 
.7,39 

_ 8.40 
10.35,- 

-9.53 
--7.26 
-7,81 
:10.15 
-6.76, 
-9.44 
_8.49 
-8.65 
_7,68 
-8,00 
_6,76 
-9,59 
-9,73. 
-8,89. 
-7,30^ 
- 9,27 
.10,41 
-8,17. 
10,57 
11,20 
-8,34 

11,10. 
-9.27_ 
-7.58 
. 8,40 
10.57 
.-9.81 
-7,26 
7,81. 

10,13. 
6,76 
9,73j 

-8,49_ 
-8,65 
-7,68 
8,00 
6.76 
9.59 

Links Failed 

< I» 2),(12,i7) 
( if 2)f(l4,2i) 
( 1» 2)f(i5f20) 
( 1» 2)f(i5t21) 

- 1» 2)f(16,22) 
1* 2)f(ldf20) 
!♦ 5),( 2t 3) 
it 5),{ 
It 5),( 

( It 5),( 
( It 5)f( 
(-lt-^),( 

2t22) 
2f 4) 
4t23) 
4f 9) 
4fi8) 
5tl9) 
5fi6) 
5t 7# 
6ti9) 
6t 8) 
6fi0) 

< it 5),( 
( it 5)f( 
( it 5)f( 
( It 5)f( 
( It 5),( 
I it 5)f{ 

i—Lt_5Xf_L7,23)_ 
i»-5),( 8f 9) 
1» S),( 8fi4) 
1» 5)f(i0fl3) 
1» 5)f(11,17) 
1» 5),(11,15) 

l»-5)j(12ti3) 
(It-5)f(12ti7) 
(...It, 5), (14,21) 
(-it 5)t(15f20) 
(-lf_ 5)f (15f2i) 
-(-l»._5),(16f22) 
.(-l»-5)f (iet20) 
< 2f. 3)t( 2f 4) 
(_2f_3),( 2t22) 
(-2f.3),( 
(-2f_3)f ( 
( 
( 
( 
( 
( 
( 
( 
( 
( 
(- 

.( 

-2t 3)f( 
2t_3)f( 
2f 3),( 
2t_3)f( 
2t 3),( 
2t-3)f( 
2t 3)t( 

3)»( 
3)f ( 
3)f ( 

2f 
2f 
2f 
2f 
2t 

4f23) 
-4f 9) 
.4>i8) 
5tl6) 
5f 7) 
5fl9) 
6fl9) 
6f 8) 
6fl0) 
7f23) 
St 9) 
8fl4) 

-3)f(I0fl3) 
3)t(ll,17i 

Throughput 
(KBPS/node) 

9,73 
8.89 
7.78 
9.27 

10.69 
8.59 

10,57 
9.73 
6.76 
9.16 
8,22 

- 8.02 
7v26 

•6,76 
8.94 

;7.8r 
10.08 
G6.76 
-9.19, 
-8.48 
.6.66 

7.68 
. 7.68 
-6.76. 
-9.52 
.'-9.01- 
.8.89 

6.49 
9.29 
8,00 

-7.16 
8.34 

10.39_ 
...8.46 
-7.21 

8.39 
10.18 
. 9,77 
-7.26 

7,81 
10.17 
6,76 
9.73 
8.27 
8.65 
7.68 
8.00 
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Links Failed 

( 2» 
2f 
2» 
2. 
2t 
2» 
2. 
2t 

( 
( 
( 
( 
( 
( 
( 
( 
( 
(_ 
( 

3)t(11,15) 
3)»<12tl3) 
3)t(12tl7) 
3)t(i4t21) 
3)t(15t20). 
3)t(15,21) 
3)t(I6t22) 
3)t(I8t20) 

2, 4) 
^t23) 
^t 9) 
4tl8) 
5ti6) 
5t 7) 
5tl9) 
6tl9) 
6t 8} 
6tlO) 
7t23) 
8t 9) 
8tl^) 

(.2t22)t< 
< 2t22)t( 
2»22),( 
2t22),( 
2t22)t( 
2t^2),( 
2t22),( 
2t22)t( 
2t22)t( 
2t22)t( 
2t22)t( 
2t22)t( 
2t22)t( 

C 2t22)t(10tl3i 
( 2t22)t(ll,l7) 
( 2t22)t(ll,l5) 
< 2t22)t{12tl3) 
< 2t22>,(12tl7) 
< 2t22)t(l4t21) 
( 2t22)t(15t20) 
( 2t22)t(15t21) 
< 2t22)t(l6t22) 
L2t22)t(i8t20)_ 
( 2t 4>i( ^tl8) 

4)t( 
^)t( 
^)t( 
4)t( 
^)t( 

( ^t23) 
<** 9) 
5tl6) 
5t 7) 
5tl9) 

2t 
( 2t 
( 2t 
( 2t 
( 2t 
-L_2t_ 
(~2,_4)t{ 
t 2t_4).t ( 
( 2t 4),( 
-t-2»^4)t( 
(-2t. 4), ( 

(-2t .<»)t(10tl3)_ 
(-2t ^)t(ll,i7) 

cl-2t. 4),(li,i5)J 

^.^2» ^)f (I2tl3) ' 

-^i-f-(_6tl9)_ 
6t 8) 
6tlO)_ 
7t23) 
8t 9)_ 
8ti4)^ 

Throughput 
(KBPS/node) 

_6.76 
_9.59 

9.73 
8.88 

L 8.28 
'9.28 
110.94 
1   8.59 
L8,34 
[ 8.59 
L7.03 
L8.39 
L0.00 
: 9.83 
r7.26 
.7.81 
9.81 
6 »76. 
9.73_ 
8.06, 
8.64_ 
7.68 
8.00.. 
6.76 
9.59 
9.73 
8.87 
7.89 ! 
9.29 ! 

0.00 | 

Links Fa-i ToH 
Throughput 
(KBPS/node} 

_8.59 H 7.58 
4.63 
6.49 
6.76 : 
5.21 
4.86 

_4^63_ 
-6.80_ 
_6.49 
_4.86 
_7.4i_ 
-8.62. 
_7.68 
-8.00. 

1-6. 7 6_ 
-8,50 

^>.(l2tl7) 
4)t(Ut21) ' 
4)t(15t20) 
^)»(15t21) 
4)t(16t22) 
4)t(18t20) 

4tl8) 
4t 9) 
5tl6) 

5t 7) 
5tl9) 
6tl9)^ 
6t 8) 
6tl0)- 
7t23) 
8t 9) 
8tl4)_ 

JL 
( 

_( 
.( 
( 
( 

-(. 
( 
L 
(. 
(. 
( 
( 
( 
( 
( 
( 
( 
( 
( 

U_2t 
(2t 
-(-2 t 
( 2f 
L2t 
(-2t 

.(. 4t23),( 
( ^»23)t( 
J._4t23)t( 
.(_4.23),{ 
-(_4f23),( 
(.4,23),( 
( 4,23),( 
(-4,23),( 
(-4t23),( 
(-4,23),{ 
-(-4,23),( 
-(-4,23), (10,13) 
(-4,23),(li,i7)_ 
(-4,23),(Utl5J 
-(-.4t23),(12tl3) 
(4,23),(12,17) 
( 4,23),(14,21) 
(~4t23),(15,20) 
(-4,23),(15,21) 
(4,23), (16,22) 
4,23),(18,20) . 
4t_9),(.4tl8) 
4t_.9),( 
-4, 9),( 
-4»_9) , ( 
4» ._9) , ( 
4,..9),( 
-4^9), ( 
.4»._9),( 
4._9),( 
4t_9),( 
4*.9),(10,13) 
^»9),(11,17) 

9),(11,15) 
9)t(12tl3> 
9),(12,17) 
9)t(l4,2l) 
9),(15,20) 
9)t(i5,21) 
9)t(16,22) 
9)t(18,20) 

5,16) 
5, 7) 

5,19) 
6tl9) 
6, 8) 
6tl0) 
7t23) 
8t 9) 
8tl4) 

4t 
4t 
4t 
4» 
4* 
4, 
4, 

J.;4t. 

8.46 
8.85 

-7.58 
-9.14 
-^.00 
-7.58 
_8.39 
-6.63 
_9..24 
-0.00 
-5.07^ 
-4.63 
-7.61_ 
-6.49. 
_0.00_ 
-7.58 
-8.64_ 
-7,68^ 
-8.00. 
-6.76. 
-8.85_ 
~8.98_ 
-8.87- 
-8.85 
_9.16_ 
_9.27_ 
-8.59.. 
-4.49. 
^7.58 
8.11_ 

-4.421 
-4.42 
-7.24- 
.6.76 
-7.30 
.0.00 
-7.84 
7.68 

u6.63 
5.96 
8.59 

, 7.4ö_ 
7.84 
4.4^ 

, 6.50 
I 7.30 
4.42 
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Throughput 
Links Failed KBPS/node) 

T"<M1ö) *(   5*16) 7.50 
(   4.1Ö) •(   5*   7) 8.40 
(     H,lti) .(-5*19)- -4.49 
(    4,lö) *(   6*19) 4.42 
(   4*18) »(   6»   8) 8.06 
(   4»1Ö) •(   6*10) 4.49 
(   4*lö) •(   7.23) 8.40 
(   4*lÖ) i(   8*   9) . 4.42 
(   4»1Ö) i(   8*14) 4.49 " 

J_4rl8) r(10*13) „4.63 
(   4tl8) l(ll»i7) [ 5.96 
(   4(18) i(ll»15) '.6.49 
(   4*18) >(12*13) _4.86 
(   4*18) .(12*17) _5.43 
(   4*18)i »(14*21) . 4.63 
(   4*18)t .(15*20) 0.00 

„4.86 _(   4»18)i »(15*21) 
(_4*l8)i .(16*22). h8.4Ö 

_0.00 _{._4»18)i (18*20) 
_{_5*16)i .(.5*19) ^7.26 
.(5*l6)i .(5.   7) L_9.35 
(.5*lb)i .(   6.19)_ L7.81 
(S*16)i .(   6*   8) 10.13 
(5*16)i .(6.10). r.6.76 

[19.25. X5*16)i . (   7.23) 
.(_5*16)i . (   8.   9>_ LfijAft 
X 5*16)i (   8.14). U8.66 
-(^5.16)1 (10.13).. L7.68. 
{-5*16)i (11.17) i_8.00 
(   5*16)i (11.15). _6.76 

J.5*16)i (12.13) 
.(.5*16), (12.17)_ 19*73' 
.(   5*16)i (14.21)^ 8.89; 
.(5*16)i (15.20): 6.21. 
(   5*16)i (15.21) „9.31 
(   5*16)i (16.22). _0.00. 
(   5*16)i (18.20)^ „6.78 
(5*   7), (   5.19) L5..96. 
(   5.   7), (   6.19) ^.5.43 
(  5*   7), (   6.   8)J _8.iL 
(   5.   7), (   6.10) _ 6.49 
(  5*   7), (   7.23). •0.00 
(  5.   7). (   8.   9) 8.27 
(   5*   7), (   8.14) „8.66; 
(  5*   7)* (10.13) .7.68' 
(   5*   7), (11.17) ..8.00; 
(   5.   7). idl.iS)» .6.761 

Links Failed 

(12.13) 
(12.17) 
(14.21) 
(15.20) 
(15.21) 
(16.22) 
(18.20) 
( 6.19) 
( 6. 8) 
( 6.10) 
( 7.23) 
( 8. 9) 
( 8.14) 
(10.13) 
(11.17) 
(11.15) 
(12.13) 
(12.17) 
(14.21) 
(15.20) 
(15.21) 
(16.22). 
(18.20) 
( 6.10) 
( 6. 8) 
( 7.23) 
( 8. 9) 
( 8.14) 
(10.13)_ 
(11.17)„ 
(11. IS) 
(12.13) 
(12.17K 
(14.21) 
(15.20)„ 
(lS.21). 
(16.22). 
(18.20) 
(„6.10)- 
( 7.23) 
( 8. 9)^ 
( 8.14) 
(10.13). 
(11.17) 
(11.15)^ 
(12.13) 
(12.17) 

(   5 .   7). 
(5 .   7). 
(   5 >   7). 
(5 .   7). 
(   5 »   7). 
(   5 .   7). 
(   5 .   7). 
(   5 .19). 
(   5 .19). 
(   5 .19). 
(   5 .19). 
(   5 .19), 
(   5 
(   5 

»19). 
.19). 

<   5 
(   5 

»19). 
.19). 

(   5 .19). 
(   5- .19). 
(   5, .19). 
(   5, .19). 
(   5. .19). 

-(-5i .19). 
(   5i .19). 
(   61 .19). 
(   61 .19). 
(   61 .19). 
(   6, .19). 
(   61 .19). 
(   61 OÄlx 

.(-6. 19). 
A..J>t 19). 
A .61 19). 
..(61 19). 
J -61 19). 
XJfci 19). 
.(..61 19). 
J_6i 19). 
_(  6. 19). 
-(-61 .8). 
(6. .8). 

-(_6i -6) . 
.(„6. 8). 
.(   6. 8) . 
(   6. 8). 
( .6» -8). 
(.6. .8). 

_L-6. 8). 

Throughput 
(KBPS/node) 

8.98 
18.85 
'8.89 
6.87 

.8.97 

.9.50 

.7.58 
0.00 
5.21 
6.49 
5.43 
4.42 
6.71 
7.39 
5.72 

L5.21 
-7.50 
6.49 
6.95 .. 
4.42; 
6.70.i 

_7.26. 
4.42 
6.49 
5.72 
5.07 
4.42 
7.06 

_7.48_. 
.6.494, 
_S.72.i 
^^OJ 
_7.48 
6.99J 

_4.42_ 
_7.26_ 
_7.81 
.4*42. 
.6.49. 
_7.79 
.7.93 
8.00. 

.7.68 

.5.96 
-5.21. 
.7.68 
6.16 
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Links Failed 

( 
( 
( 
( 
( 
( 
( 
( 
( 
( 
( 

A 
A 

( 
_ ( 
_(, 

( 

6f b}f(l4t£l) 
6t Ö)f(15t^0) 
6* 8)t(i5«21) 
öt ä)«(l6t22) 
6* 8)«(18«20} 
6»10)»{ 7»23). 
6tiO)t( 6» 9) 
6*10)»( 6*14) 
6tiO)«(10*13) 
ö,10) ,(11,17) 
5,10),(11,lb) 
6*10}t(12ti3) 
6.10).(12»17) 
o,10) , (1^,21) 
o,lÜ) , (lb,^0) 
6»10)*(15t21) 
6.10).(16»22)_ 

( 6*10) 
-(_7»23) 

(   7»23) 
( 7.23) 

-( 7»23) 
-%-7»23) 
.(_7.23) 

( 7.23) 
-(_7.23) 
(-7.23) 

7.23) _( 
-< 
.( 
( 
( 
( 
( 
( 
( 
( 
( 
( 
( 

-(- 
( 
( 
( 

• ( 
( 

i ( 

.(18.20) 

.(   8.   9). 

.(   8.14). 

.(10.13) 
»(11.17). 
.(11*15). 
.(12.13). 
.(12.17) 
.(14.21). 
.(15.20). 
.(15.21) 

7.23).(16.22)- 
7.23).(18.20) 
8.   9).(   8.14). 
8.   9).(10.13). 
8.   9).(11.17). 
8.   9).(U.15) 
8.   9).(12.13) 
8.   9).(12.17). 
8.   9).(14.21) 
8.   9).(15.20) 
8.   9).(15.21) 
8.   9).(16.22) 
8.   9J,(18.20)- 
8*14).(10.13) 
8.14).(11,17) 
8.14).{11.15) 
8.14).(12.13) 
b»l4).(12.17), 
8.14).{14*21)-'I 

Throughput 
(KBPS/node) 

._8.06 
-7.70 
- 8.00 
ao.i7 
-7.82 
„6.49 
. 6.49 
_4.49 
.0.00 
.0.00 
_.0.00 
_0.00. 
.-0.00 
_4..63J 

_4.86J 
L-6.76_ 
-4.63 
-a.26J 
_8.65 
_7.68j 
_8.00_ 
»6*76^ 
-8.8Sj 
-8.85^' 
_8.88_ 
_7.78J 
L-9,29_ 
_9.4^ 
_.8.59. 
L-7.83- 
,L7.68. 
^7.41 
i  6.49. 
L8.39 

8.26 
.7.79 
_4.42. 
-7.34 

8.38 
-4.42- 
.4.63 
5.96 

< 6.49 
I 4.86 
i 5.43 
I 0.00 
,4.86 

Links  Failed 

-(   8.14)»(15»21) 
-(   8»14)»(16»22) 

( 8»l4)»(lti»^0) 
-(10»13)»(11,17) 
-(10»i3).(11*15) 

(10*13)*(12*13) 
-(1Ö*13)*(12*17) 
(10*13)*(14*21) 
(10*13)*(15*20) 

_(10»13)*(15*21) 
(10*13)*(16*22) 

_d0*13)*(18»20) 
.(11*17).(11,IS) 
-(.11*17)* (12.13) 
(11.17).(12*17) 

-(11*17) *(14*21L 
_(11»17)*(15*20) 
-(11.17), (15*21).. 
-(11.17),(16*22). 
-.(H*17)*(18*20) 
-(-11*15)* (12* 13) 
-(11.15) *( 12* 17)_ 
_ai»15).(l4*21)_ 
.(11,15)*(15»20)_ 
-(11.15)*(15*21)-. 
-(11*15),(16*22) 
.(11*15)*(18*20). 
-(12*13)*(12*17). 
(12*13)*(14*21) 

-(12*13)*(15*20) 
-(12*13)*(15*21) 
-(12.13)*(16*22)_ 
-(12.13). (16.20) 
_(12»17).(14.21) 
(12.17),(15.20) 

_(12.17).(15.21) 
-(12.17)*(16*22) 
„(I2*17)*(lö*20) 
J(l4*21)*(15*20) 

-(14*21)*(15*21) 
-(14*21)*(16*22) 
(14.21).(18.20) 

-(15.20).(15.21) 
-(15.20).(16*22) 
.(15*20)*(18.20) 
^(15.21)»(16*22) 
v(l5*21),(18*20) 

(16,22)* (18,20) 

h 

Throughput 
(KBPS/node) 

0.0Ö. 
8.65. 

.4.63 
0.00 
0.00 

i  0.00 
0.00 
4.66 
5.21 
5.43 

_7.66 
.4.86 
-0.00_ 

0.00 . 
.0.00 1 
-6.76_ 
-7.68_ 
_7.68_ 
_8.00 
_6.76_ 
-0.0 (L 
_0.00_ 
_6.76_ 
-.6.76_ 
_6.76_ 
-6.76- 
6.76_ 
0.00.- 
5.43_ 

-5.96_ 
5.96. 

-9.59 
.5.43.. 
-5.96J 
6.76 
6.76 
9.73„ 

.5.96 
5.43 
0.00_ 

.8.88_ 

.4.86 
5.96 : 

6.95. 
0.00- 
9.28 
5.43 
7.67_. 
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TABLE  2.2.4 

EFFECTS  OF  NODE   FAILURES   ON THROUGHPUT 

Single Node Failures 
Node Throughput 

£ailed (KBPS/node) 

—1 _ Ll_. -ll-llZLliO ,44/ 
~2 Ö.46. 
._.:.3 —; „_„_ ^ 11.06^ 
—^ 4.56: 
—■? , i 6 • 2 7_ 

—6 6 , 2 7_ 
i—i—. : 9.7 el] 

8       7   94 , 
—9 ; 7,65 , 
-If , 7.40_ 
^Jll—_  7 • 71_ 
-12 V..99L 
-13 f

a _9.35_ 
-14 ^b.72_ 
-1 &—; _,6.54_' 
_lö JLO . b6_ 
-17__ 9.75_ 
'-1 Ö_ ^8^ 4 0_ 
_i 9. 7, a i_ 
-2 0     8 , 0 9_ 
-21  _9 . 03_ 
-22  UUJDU 
-21-^ 9 . 52_. 

. 

. j 
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TWO NODE  FAILURES 

Nodes T1 "»roughput 
Failed                   (KBPS/node) 

1.23)                         y.37 
!♦   2                       |   ü.OO 

LI»   3j                 •    -10.60      / 
U«-* t_<».«66j 
•  i,   5 - _b.92: 
;. 1.   b 6.0b 
L1-._7J L*.^2 
' 1.   Ö.                           7.9bi 
;_1.   9_{                          8,08 i 
iJLUflj                     Cj.Uj 
I_I.I nj               L_7.431 

Q ,12..                        ^9.62 • 
fUiX;                       -8.97J 
-i.l^                       _8.55. 
'-i^i^s.              Löjg 
-1.16-                        _JB..974 
_1.17J                       :   b.97j 
-1.18J                       L_8..22. 

OJUIS.                       ^..bb i 
U*2flJ                     „7.61^ 
_i.2i                     a.bij 
-1.22J                       iO.Ob. 
-2i23j                       LÄJÄ 
-2,„3J                       _ry.67^ 
_2i_3_                       ^3.66 
2,._5^                       „0.00. 

-2.-6_                        U*.66_ 
Jb.JLj                       Lb.38^ 
_2f...tt_                       [j-**] 
2.  9-.'                      L6..13j 
2.io_             I.TTUJ 
2.11-                         _7.^3_; 

-2.12                          _8.35J 
.2.13                          L8.20 
2.14                            i  o.bO - 

JLtJ-L                        J 6.3llj 
2.10^                  QLMJ 
2.17_                   __e_.8i4 
2,18.                        ._7..97ll 
2.19-              u>*sm 
2,2üj                       i_7.9.64 
2,2L:                      i.tt.8.7J 

1 

i 

■ 

Node 
Failed 

_2,22 
' 3.23 
3,   *•' 
3, bJ 

_3,   bj" 
3.   7 

^3,_8. 
13.   9 
.3.i0 
,3,11 
p. 12 
_3,131 
3,14] 
3.1b 
3»16J 
3.17 1 

„3, Id 
3,19 I 

.3,20, 
LJLJJLL 
I 3,22 
4,23 

i 4,   b 

I 4, 
4, 

Liu. 

b 
7 
8 

.Uf-^IO^ 
LiU-li-l 
-.4,12_ 

_4.,14„.' 
-4,15... 
LA,.16. 

_4,ld„ 

-A,20_ 
-4.Z1- 
_4,i2„ 

1lS«23i: 
5, Ai 

Throughput 
(KBPS/node) 

9.b7_ 
- 9.84. 
r4.bb 

6.92 
„6.06 

9.70 
7.92 
7.34 

-7.13 
7.43 

.9.71 
b.97 

•   8.bS 
6.31 

10.07 
9.3b 
8.21 
7.6b 

_.8.4b . 
-8.82.. 
10.80 
4.66 
0.00 
0.00 
0.00 
0.00 

_43ikSL 
_4.41_ 
_4.49_ 
_4.4.9. 
_^.4.1_ 
_4 ,,49. 
_0.00 
.4.66_ 
_4.49 
.„4.<♦9_• 
•_0.00^ 
.0.00- 
c_4.49_ 
^4.66 
Lo.oo„ 
'   0.00_ 
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Nodes 
Failed 

._b i_7_ 
-i .   Ö ' 
_b .   9_J 
. b ,10 

b »ii.. 
_&. .12_ 
_b .13_ 
_b »14__ 
_s • i5_ 
_b • ib.. 
_b .17_ 
_b ► 10 .' 
_b .19J 
_b ,dQ^ 
_b .21 J 
_S .ZS- 

6 .^3^ 
;-6 ,   7_ 
-6, ._.Ö_ 
_6, L.JU 
_6, .10^ 
_6, UJ 
_6i i2_! 
_6J .U_! 
_Ö5 i±^ 
6, 15_ 

J&J lb, 
17 bi 

_bi IäJ 
Oi 19- 

.6, 20-: 
6, 21J 

i^-i 22_ 
'7, 23_ 

i^' ö_ 
7» .. 9J 
71 10__; 
7i u.: 

1 7» 12., 
71 13  1 
7« 14   ! 
7 f IS 

Throughput 
(KBPS/node) 

_6.3L, 
L_4.41_ 

• _4.4I_ 
_.6.31_ 
_5.38_ 
_.b.ü6„ 
^.31_ 
_b.31_ 
„4.41^ 
_b.92j 
_6.06_ 
_4.49_ 
_b.3L_ 
L_4. 4 i_: 
_b.06_ 
_0.00_ 
_4.b6_ 
_4.94_ 
_4.41_ 
__4.4JL. 

1_D.00L_ 
L0.00__ 
L-0..00_ 
;_4.49_ 
L0.00„ 
L6,06_ 
U.oo_ 
L4..41„ 
lb.06-_ 

l4.66_ 
lö.06_ 
9.76_ 
7.08_ 

ii7.82._ 
'L7.13_ 
7.43_ 

ld.»i_ 
0.97. 

I tt.SSj , 

I 

b.3l_ 

Nodes Throughput 
Failed (KBPS/node) 

LlJtif»! '9.23 _ 
J-7L.J.7 _8v81_ 

7,10 8.22 
7,19 b.61 
7,20 8.20 
7,21 1 8.Ö2 
7,22 ' 9.80 
0,23 7.69 
8,   9 7.90 

_Ä, 10_ 4.49 
uJMJ Ib.38_ 
__d,12... _4.94_ 

8.,_13 
_JJ , 14._ 

r_4.b6„ 
L7.85_ 
_0.00_ _8,15_ 

„8,16j 7.93„ 
8.17. 

„8,18.J 
-..»■i9n 

_5.38_ 
_4.41_ 
_4.41._ 

„8.,2o_i ^4,4l_ 
tU21 _0..00_ 

: 8 ,.22— _7.90_ 
9Jü3_) _7.02_ 
9,-1J0 „7.13_ 

Ujui^ ^6.58_ 
9_,12_ „8.2<t_ 
9,13 :8.42_ 

_9,14.. _7.77_ 
9,.15 ' 4.41 
9 »lb _7.57_ 

_-9.,17  . r7.51_ 
i    9.U6.._ L4.41_ 
__9J19_ _4..41__ 
__9,20 _ 

_7.55J _9»2l_ 
•_ SUZZJi _7.23_i 
a.0,23__ -L13_i 
.10,11- O.OO-J 
_10,12_ Q.OOJ 
_I0,13_ -8.97 . 
-1Ü,14_ i_4.6d-_ 

^ 10,1S._ Ü.00_ 
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Nodes 
Failed 

:-lü,l6 
10,17 
10,18 
10.19. 
10,2ü 
10,21 
10,22 
11,23 
11,12 
li,13 
11,K 
11,15 
11,16)' 

■ll,lö- 

11,19. 
11,20: 

I11,21 . 
-ll»22i 
12,23! 
12,13.1 
12,14 
12,15; 
12,16.' 
12,17j 

12,19 , 
12,20 
12,21 | 
12,22,' 
13,23 ' 
13,14; 

(-13.16^ 
U3,17J 
,13,18 
•I3,19J 
I13,20_j 
;-13,21_ 
13,22. 

.-14,.23-.; 
-14,15J 
U>1A.I 

Throughput 
(KBPS/node) 

-7.13, 
h-O.OO^i 

•   -^.66j 
-7.13., 

H 

n 

-4.94. 
_4.94 
_7.13 
L7.43_ 
^0.00 
L0.00 

-7.43 
_7.43_ 
-9.35 
_7.13_ 
-5.99.. 

t.7,43_ 
U7t43 
^7.43_ 
-ö.81_ 
-J9.72_ 
L 5.61 
..0.00 
9.71 _ 

10.42_ 

i  7.34  : 
6.31 
6.31   j 
9.71 
6.61 
4.94 

üuaftj 
^d.97 i 
-0,00_ 
3.94_ 
-7..23_ 
3.61_ 
u5..6l_ 
-6.97_ 

L0.00.. 
^6..»55u. 

i 

Nodes 
Failed 

4^.17J 
-14,iä_; 
U4,19-. 
-L4,2(L. 
-14,21. 
-14.22. 
-15,23 
-15rl6_ 
-15.17_ 
-15J18. 
aij.19. 
J3.,.2i)_ 

-1-5^22. 
JL6..23_ 
-16,1.7_ 
-16 »lö_j 
1-16,19_ 
a6.2.iL 
-16.21. 
-16.22_; 

a7.i8_ 
JLLüSä 
-IUZQ. 
-17, ZI. 
-17.22- 
-lö..23 
UÖ.19 
a8.20J 
.-U.aiJ 
-16.22_ 
L19.23 
a9,20- 
-19.21. 
L19.22. 
-20.23. 
f20.21.j 
20.22 1 

121.23. 
, 21.22 j 

Throughput 
(KBPS/node) 

J 

H 

L6.31J 
^4.66J 
L6.92.. 
_4.94j 
La, «11 
^jjtäj 
6.3i: 

-6.31J 
-0.00-, 
_0.00J 
-4.41_ 
-6.31_ 
-6.31_ 
_6.31 
-9.18_ 

--9.35- 
_6 .0 8_— 
-7*65- 
_7.2ÜL 
-8.81.. 
10.66^ 
-8.97- 
-6.31- 
-7.13^ 
-7.43_ 
-7.43. 
-6.97- 
-8.22_ 
-4.41_ 
-8.58.- 
-4.94_ 
-8.22_ 
-5.15. 
4.41_ 

-7.16- 
L7.65.. 
f-8.58J 
[5.61... 
8.33 

. 8.83 
8.83 
9.69 
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2,3 ECONOMIC CONSIDERATIONS 

2.3.1 Peak Throughput 

Usage of the ARPA Network will differ from node to node. 

Generally, one can expect two kinds of users in the net—those 

whose peak bandwidth requirements are not very different than 

their average bandwidth needs and those who occasionally require 

very high bandwidths in relation to their average usage.  Tj^ 

. latter case includes users employing interactive graphics. 

The ARPA Network as presently configured allows a typical 

user to enter or receive transmissions at a peak rate of about 85 KBPS 

if the net is not heavily loaded. Some users may never require such 

capacities. The question which then arises iss  can average service 

of about 6 KBPS per node be provided to such users at a lower cosu 

than that presently obtainable by the ARPA Network. 
- 

Average requirements of 6 KBPS per node and 2-connectivity can 

be supplied by installing two 9.6 KBPS links at the node requiring only 

low peak throughput.  Since the monthly cost for such a line, $650 

plus $0.40/mile, is significantly lower than the $850 plus $5.00/mile 

for a 50 KBPS line, one might think that considerable savings would 

result for a node not requiring high peak throughput. To test this 

hypothesis, the following experiment was performed. 

The thirty nodes presently in or under consideration for the 
■ 

■ 

ARPA net were considered with ten additional nodes chosen from the 

■ 

■ 



largest metropolitan areas not represented by the first thirty. 

A low cost 40 node network was then derived usin^/ only 50 KBPS lines. 

This network is shown in PigurB 2.1.2(g) and the noues used are listed 

in Table 2.1.1.  The 40 node network had a cost of $1,025,000 and 

a throughput of 6.0 KBPS/node.  Then,five sets of twenty nodes each 

were randomly selected from among the forty nodes.  Each node in 

each set of twenty nodes was assumed to require low peak bandwidths 

so that these nodes could be connected into the net by either 9.6 KBPS 

or 50 KBPS lines, whichever was more econwnical.  The network struc- 

ture was separately optimized for each set of twenty nodes and the 

cost savings achieved by allowing the 9.6 KBPS lines was calculated. 

Finally, all forty nodes were assumed to reruire only low peak through- 

puts and the network optimization was repeated. 

•ihe results of the experiments dramatically indicated that the 

9.6 KBPS line option is not generally useful for the ARPA Network, 

in the vast majority of cases, even when the 9.6 KBPS lines were 

allowed, the KAC computer optimization programs selected 50 KBPS lines 

for the most economical configuration. In fact, in only three cases 

were 9.6 KBPS lines found useful.  These cases are listed in Table 2.3.1 

and illustrated in Figures 2.3.1, 2.3.2, and 2-.3.3. The twenty randomly 

selected nodes for each optimization are listed in Table 2.3.2, and 

the results of the optimizations,in Table 2.3.3. 
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TABLE 2.3.1 

 TRANSFORMATIONS FOR 9.6 KBS LINES 

Applicable for 9.6 KBS 
at Node Transformation 

A 

B 

C 

Throughput unaffected. 

39 

37 

23 ■ 

• - 

■ 

. 

TABLE  2.3.2 

TWEOTY  RANDOMLY SEEECTän NODES   FOR WHTQH 9.6  KBPR UNES ARE ACCEPTART.F! 

Groui 

I 

Node Numbers 

1. 4, 5, 6, 9, 10, 11, 12, 15, 20, 21, 22, 23, 25, 30, 
33, 34, 35, 37, 39 

II. 

III. 

1»   2, 3, 5, 6, 10, 11, 12, 15, 16, 18, 19, 22. 28, 31, 
34, 35, 36, 37, 39 

- ■ ■ 

• '   ■ ■ 

1, 2, 7, 9, 11, 13, 16, 20, 21, 24, 28, 29, 30, 31, 32, 
33, 34, 35, 36, 37        . 

IV. 

V. 

I. 2, 3, 4, 5, 6, 7, 8, 11, 14, 21, 24, 25, 26, 28, 29, 
33, 35, 37, 39 

4. 5, 7, 8, 9, 10, 11, 13, 14, 15, 17. 20, 25, 27, 28, 
30, 31, 33, 35, 38 

VI.     All node«. 

44. 



TABLE  2.   3.   3 

NETS WITH 9.6 KBS  filNES 

/ 

Nodes which can 
have 9.6 K Lines 

Group I 

Group II 

Group III 

Group IV 
* 

■ s 
Group v 

■ 

Group VI 

All nodes allowed 
(average delay 
1.0 seconds) 

Transforma- 
tions Used 

A, B, C 

A, B 

B 

A, B 

None 

Cost 

973.74 

992.77 

1,018.30 

992.77 

1,025.51 

973.74 

Complete Redesign 789.72 

Throughput 

All throughputs 
for I - V, 
6.0 KBS/Node 
34 K lockeVfctrttode 

• 

5.72  KBS/Node 
34 K Padcet/fcirttode 

Note;    Nets for Group i-iv all deliver average time delay no 
greater than 0.2 seconds. 

. 

■ 

■ 

• 

. 
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FIGURE 2.A.A 

AN INTERESTTNg VARIATTnw 

^nn/^! v^68'   ^^iS^usly selected,   are 
yTlltnl^ a 50 "■ü ^oss-cou^try path 
yielding an average delay of .35 second, 
but low peak capacities. 

$854.46 K 

6.0 KBS/Node 

34.4 K Padgsts/htfiode 

50  K3PS 

9.6 KBPS 
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The yearly network line costs for the various optimizations 

ranged from a low of $973,740 to $1,025,510.  The maximum savings 

$51,770, which would have to be averaged over 20 nodes, represents 

only 10 percent of the line cost per node which itself is only 

approximately half the overall cost per node. Furthermore, the 

average savings for the entire $1,025,000 network is less than 

$25,000—a very small savings in return for a loss of high peak 

capacity for half the network. 

The strong conclusion is that except in a few special cases" 

(such as connecting a low requirement Seattle node), it is undesir- 

able to use 9.6 KBPS lines in the ARPA Network. 

2.3.2 Incremental costs 

The rapid growth of the ARPA Network creates the problem of 

equitably distributing the cost of the network over its community 

of users.  There are two kinds of network users—ARPA contractors 

at universities and resear&h centers and non-ARPA contractors who 

are joining the network to utilize resources such as the ILLIAC IV. 

The former group of users have been principally responsible for the 

growth and development of the network and the transition from an' 

experimental project to a viable, economic tool broadly applicable 

to Defense Department communication problems. The Utter user group 

is contributing the operating environment that will allow the network 

49. 



..percent to proceea from a speciaXUei  one to . gm ^^ 

one. 

The proble„ o. distributi„g cost3 between ^ ^ ^ ^^ 

1. the Sub:e=t of this section, .here a« severai „asonahie ways 

to attach this problem, our approach is as foilows: 

1)  ^e 15 node network shown in Figure 2.3.1 connecting the 

. original set of ARPA contractors 1. fi -.. 
tractors is first exanuned, and its through- 

- put and cost determined  nv  i 
ermined. To evaluate network throughput, two types 

of analyses are used. ^  first ass»es egual traffic between all 

pairs of nodes and the flow per „ode leading to an average time 

delay of 0.2  seconds is calculated. The second considers five 

nodes-BB*. OC«. UCSB, 8„, and HIT-,S network resources. Equal 

traffic fron all „odes to these nodes is assumed but the return 

traffic from each of the five nodes to all nodes is assumed to be 

ten times as great as the forward traf^o  M. 
lorwara traffic.  The average throughput 

per node with this tra^-i« ««*.J. 
« tms traffic pattern xs  then calculated at a 0.2 

second time delay. 

2) A 76  node network i, derived by adding 11 new user nodes 

in the second category to the original 15 „ode „et*. ». augme„ta- 

ti0n ^ ""  t0 ^^^J^^ml^t  of addi„g the 11 „ödes 
^thout regard to thrnnr,,^.  ^ ^^ „  ^ ^^ ^ 

Which   is   ShOW„   i,   Pigu«   2.3.2<    i8   ^^^^^   ^   i   ^^^  ^ 
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conditions. «,. traffic Mtrix  TR . j^ ^ where tri ^ ^ ^ 

flow fIom node , to node j is partitioned .n ^ £oUowin? ^^ 

original "f 
15 nodes \_ 

{ 

Original 
15 nodes 11 New nodes 

11 new nodes 

TR, 

TR, 

TR- 1 
TR, 

The traffic in each of the four eufcnatrices is adjustea independentiy. 

«sing varying traffic patterns the fiows in TR, are selected to 

yield a specified percentage of the full load that could be handled 

hy the 15-node network. The maximU]n ^^ of traffic ^ ^ ^ 

be sent fron, the 11 new „odes is then calculated under several dif- 

ferent assumptions about traffic patterns, m s<Me ot  the8e 08lcu. 

lations, NASA and NCAR are considered to be additional network 

resources. 

3)  The planned 26-node network shown in Figure 3.2.3 is 

analyzed in the same manner as the network discussed in 2). 

The object of the three analyses is to compute the incremental 

cost to add the new nodes into the network, the cost required to 

provide service equivalent to that provided by the IS-node network 

to the original 15 nodes, the throughput that can be supplied to 

■he new nodes if this should be required. 
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The results of the analyses are shown in Table 2.3.4 

Simple conclusions that can be reached from this table are: 

1) A fixed line cost of approximately $16,500 per new 

node is directly attributable to the addition of the new nodes 

if the cost of the 15-node net is subtracted from the cost of the 

26-node net. 

2) Depending on the traffic pattern, the new nodes can 

transmit between 0 and 25 kilopeckets per hour in the 26-node net 

if the original nodes receive throughput equal to that provided by 

the 15-node network. Additional throughput can only be provided 

to the new nodes by degrading the service to the original nodes 

or adding  new communication links to the network. Our previous 

studies have shown that the incremental cost per megabit (or 

kilopacket) to add network capacity is about 12.5 cents if the 

network is ideally operated 24 hours, 7 days a week (168 hours per 

week). Therefore, under more typical 6 day, 12-hour service, the 

incremental cost per kilopacket is approximately 30 cents. 
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3. ROUTING STRATEGIEf FOR COMPUTER NEWORK DESIGN 

, 1 

3.1 The Routing Problem 

1*he routing problem in a comnrjinication network is to define 

a set of rules determining the path(s) over which messages should 

flow fron one site to another. 'Phis problem is extremely complex, 

especially for a network of computers. A good routing procedure 

must be a comprotr.ise between three somewhat conflicting require- 

ments:  (1) The efficiency of any network design requires that 

the routing procedure make full use of available line capacities. 

This can be interpreted cs either minimizing the average delay 

from message inception to arrival subject to a set of flow re- 

quirements or maximizing t>.e throughput subject to a specified 

maximum delay.  (2)  The repeated use of the routing procedure 

during the design process requires it to be inexpensive to apply. 

Thus, it must be computationally efficient.  (3)  The procedure 

should be realistic.  It should be similar to the ona to be 

actually implemented in the final operating network and have 

the same general characteristics. 

The objective that the delay be minimized subject to a 

set of flow constrants makes the routing problem a variation of 

a nonlinear multicommodity flow problem. This problem which 

was discussed in our Second Semiannual Report car. be readily 
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formulated as a separable convex programming problem with the 

delay as the objective function and ehe conservation of flow and 

capacity limitations as the constraints. 

The minimum delay or maximum throughput can be achieved if 

the routing procedure follows the solution of the programming 

problem.  However, for networks with more than a few nodes it 

is not computationally efficient co solve the programming problem, 

and this approach is extremely expansive for repeated applications 

of the routing algorithm for use during the design stage. 

By careful analysis of the soxutions from the mathematical 

programming approach, it can be observed that most (over 80% in 

our studies) of all flow requirements are routed over paths 

with the min:.mum number of nodes. A heuristic (described in 

Semiannual Reports 1 and 2)deduced from this observation is 

to route flow over the least utilized such paths. This approach 

gives a result within 5%-20% of the optimum.  In addition to 

being fast (over three orders of magnitude fester than the pro- 

gramminy approach). it facilitates minor changes of the network 

structure. On the other hand, it does not take advantage of 

split routing, and the variations in link capacties, and leave's 

room for considerable improvements especially in the case when 

the network contains a wide distribution of different line 

capacities.  (An apparently desirable characteristic of very 
» 

large networks). 
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The routing procedure discussed in detail in this chapter 

is a heuristic one allowing split routing.  Different types cf 

flows are simultaneously routed over the paths with laininum num- 

berc of nodes.  (These paths are "shortest paths" using a simple 

unit metric for aach line.)  When no shortest path with excess 

capacity is available, the saturated lines are deleted from the 

network and  flows are then routed over the shortest paths of the 

remainir.c, subnetwork.  The process is continued until the net- 

work is disconnected.  Equally important, the algorithms used 

represent a major computational breakthrough for the shortest 

path problem.  The main algorithm is based on "Floyd's algorithm" 

with special recognition of the fact that the node degrees in a 

computer network are usually low.  By this technique, a message 

is sent down a path with fewest intermediate nodes and excess 

capacity, or when that path is filled, the one with aext fewest 

intermediate nodes and excess capacity/ etc. Computationwise, 

it is in the saiae order of magnitude, but faster than  the first 

heuribtic ipproach.  Yet its results are extre-nely close to the 

optimal solution during heavy traffic.  Furthermore, the routing 
- 

strategy is very similar to physical routing schemes under study 

for the ARPA Network and it exhibits analogous behaviorial 

properties. 

■- 

60. 



3.2 A Modified Routing Alcrorithm for "ARPA-liko" Networks 

It was shown in our Second Samiannual Report tha^ the 

heuristic minimum node routing strategy would yield a near 

optimal solution (within 5%  to 20S) -  This heuristic algorithm 

described is especially efficient during the network optimiza- 

tion process. However, it has two drawbacks when it is used for 

the sole purpose of traffic routing.  First, all minimum node 

paths between each node pair are generated while only one path 

is used.  Computer time may be saved if only the paths to be 

actually used are generated. Second, the routing process ter- 

minates if any one link is saturated- Higlrsr throughput could 

be obtained if alternate paths are then used. 

The new routing algorithm provides the two improvements 

described. Based on Floyd's algorithm [3, 4], minimum node paths 

(hereafter called shortest paths) are generated between all node 

pairs. The required traffic is then routed over the unique path 

for each node pair. The traffic flow between each node pair 

and on each link is then uniformly increased or decreased until 

the flow is equal to the capacity for the most utilized link. 

The saturated link(s) is then removed from the network and the 

capacity on each link is replaced by its residual capacity at 

this point. A shortest path is again generated for each node 
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pair and additional traffic is routed as before,  ^e process 

is repeated until the network is disconnected.  Although the 

approach is heuristic, the result is so close to the optimal one 

for high traffic that no significant difference can be observed 

for the networks we have studied and there is no need to draw 

the delay curves for comparison. 

Using Floyd's algorithm, the distence matrix D = [d. .] and- 

path matrix P = fp^] are defined 80 ^ ^ _ .s ^ ^^ 

between i and j and pi#j is the first intermediate node on the 

shortest p.th from i to j.  Let NN be the number of nodes in the 

network. To generate minimum node paths, di#j may be initially 

set equal to unity. On the other hand/ it is easy to use many 

other path selection criteria by judiciously selecting other 

values of the d^ ^. i» J 

A Basic Algorithm (Floyd's Algori ^^ 

Step 0. set D - [di#j] and initialize the path matrix P.- [p^] 

such that 

d. 
C ■ - 

J ^direct distance between i and i if i is 
i,3   jconnected to j. J ir i is 

(^ <» otherwise 

p. . _ 3 3 if i is connected to 1 

V. 0  otherwise 

Let r - 1. 
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Step  1.     For  i  =  1,   2,   ...,   NN and  j  =  1,   2.   ...,   NN  (if D is synroetria 

the above statemenc is  replaced by  i-l,2# ..^ JW-land j-i+1,^ HH) 
let /■ P.   ^   if di   -i    ^  d,   ^ + d^ 

P< 

{p. . if d,- ,; id   + d 
^i.j    1'J *  i.r  ar,j 

Pi,r lf di,j > ^i^r* dr,j 

'i»D Min \  d » ds ^ + d. \ "i,j' ai,r •^ 

Step 2.  Stop if r = NN. Otherwise, let r s r+1 and go to Step 1, 

The computation complexity of this algorithm is on the order 

3 
of NN ,and for a long time this algorithm has been generally 

recognized to be the most computationally efficient general 

shortest path algorithm.  However, its drawback is its failure 

to take advantage of both low degree and high degree nodes. 

For instance, the distance and path matrices for a tree network 

are easily obtained with a comp^ia^:   on the order of NN2. On 

the other hand, if the initial distance matrix satisfies the 

triangle inequality (di#k + dk# j ^ d^j for all i, j, k) and the 

network is close to a complete graph, the computation compxexity 

is on the order of NN. 

The implementation of the routing strategy given below 

specifically generates time savings by individually considering 
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high and low degree nodes.  As a result, computational complexity 

is reduced to an order close to NN2 for networks like the ARPA 

net.  Detailed experience with running times is given in the 

next section as is a generalized algorithm for the shortest path 

problem. 

Improved Routing Alc^^^thm 

Step 0. initially, D and P are given as before. 

steP 1'   Removal of Pendant Wndft« 

Remove all nodes with degree of 1 and reduce the degree 

of their adjacent nodes,  GO to Step 2 if all nodes in the network 

so obtained have a degree equal to 2 or greater,  stop if a node's 

degree is reduced to zero.  (m this later case, the original net- 

work is not connected if the number of nodes removed so far is 

less than NN-1.  Otherwise, it is a tree.)  Repeat the process 

until a termination condition is met. 

Step 2.  Removal of Nodes with Degree T>wn 

Let i be any node of degree 2 and let j* and k be its 

adjacent nodes.  If d^ C > d^ ^ + d^ ^ SAI- «   .> . , ^ i,k     aD,i + ^ty  s«t P'^-P^and Pj^-P^. 

Set d* £ = d£J = Mm fa^   dj^ + ^J ^ consider nodes 

j and 1c to be adjacent. 
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Step 3. 

3.0 

3.1 

3.1.1. 

Labeling Nodes with pejree Greater than ^ 

Let Q be the set of nodes of degree greater than 2 and 

let N' be the number of such nodes. 

Let i' be any element of Q 

Set A0 = (i'j and ^ = i' and let k = 1 L = 1 

Let Ak " Vl* Por each 3 adjacent to bk but not in 

Ak, let L = i*i, bL = j, and ^ = ^Ll [j] 

3.1.2, 

3.1.3. 

3.2 

If ^ ^ ^-l'   let k = k+1 and go to 3.1.1. 
* 

If IV ^   stop,   (if jAk, ft N.#the net is not connected#) 

Otherwise,   set ^ = Ak  for m = k+l N.. 

Define ^ = (h lh  e Q and d^.^d^^   in the 

initial distance matrix] 

POr r = ^   2 r   let r'   = br and for i€Ak and 

j £ Cw   set 

Pj,i '   if di,j $di,r    + d.. 
3/i 

'r',j 

Pr,i    otherwise. 

\P-i   v ■   otherwise \Pi, r'   otherwise 

and 

d 
j#i-di#j  -Min^M,  di#r..+ drl^| 

65. 



Step 4.  Labeling Nodes of Decrree Two 

Return degree two nodes to the net in the sequence 

opposite to the one with which they were removed in 

Step 2 (i.e., last node removed is first node returned. 

A. 
etc.)    For each node i in this sequence with adjacent 

nodes  j  and k,   and for any j € Q,   let 

PjiiM » D/D       i,k      ak,j 

vj/lc'    otherwise. 

Pt3 

d-  * 

Uc otherwise 

dtj '^{^.tt^j : %t* %^j 

Let Q = Q U W- 

. 

Step 5.  Labeling Pendant Nodes 

Return pendant nodes to the net in the opposite sequence 

to the one with which they were removed in Step 1. For 

each node i in this sequence with adjacent node k, and 

for any j C Q, let 
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P^=lC _ p.A=p./V 

Let Q =0[?} . 

The above steps generate shortest paths for all node pairs. 

The steps separately consider iegree one and tv,o nodes. For 

large nets with higher average degrees, it is also possible to 

consider separately degree three, four, ..., nodes, with consid- 

erable computation savings.  However, the average degree of a 

node in the ARPA net is about 2.2 and so these steps are not 

necessary. The next step is to determine the traffic on each 

link. A straightforward method is to obtain the shortest path 

for each node pair from the path matrix and add the flow for this 

node pair to each link of the path.  This method would require 

a computation complexity of NN . We therefore use the following 

approach which requires only NN operations. In each such 

operation, a tres representing a combination of NN-1 paths is 

searched instead of all individual paths. 
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For each J . i , ' 'b, ^ a to b- 

r r" "• ^^'—- - i to ^, 
for i a 1 2 J 

Let J = [ Jk for k - 1      ^ 
\  NN such that d-    <„ 

if k' >fc"]. ^'J "\"'j 

6.1 

6.2 

6.3 

6.4 

if k' >k"], 

For k = i 5 
 N «« Jk€ j, let 

For i ■ i 2 
' •• •••, NN, set BTR^i n   \ 

1,3'   aTR(i*Pi/j)+ TR(i\. 

Exaii.r>les 

The network rom-i«« 
rOUtlng Procedure for store-a^ « 

»•ti is used in cons ^-forward computer 
" COn^ctio« with time delay analysis mod .    - 

Predict levels of network traffic that 

out exceeding the a ^ ^ ^^  with- 

net, this constraint is o 2 MFA 
18 0-2 seconds. ^e tiirie delav _ , 

«•odel is described i. «. y ^^y818 

i   the roean delav <-im^ 
i-th link , chen th. 

0n the 
then the average delay time f i8 
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T. 

where A, i. thä total nuInber of paokets on ^ ^  ^ ^^ 

-it time ana Jf is th. tot.! n^er of packets per ^^ ^ 

entering the network. 

" C,  is  the capacity of the i-«,     link,       1//4, ^ ^^ 

length of a Host pac.et,  ana V/, «.. avjrage length ^ ^      ' 

peCets in the syste* including ac^owieag.ents,   requests for 

next messages.  heaCers,   aCcnowUa^ents. parity cheOcs.  etc., 

fc in T can be explicitly written as 

; 'Tl lx-f i»ir ♦ a_ Mt£ä i 
-  ■ 

The expression 

i  1 Ai//<Ci 
^ ci      i-^/^Ci 

/^cT +-7^r    ^r/f- v^ 

represents the average ti.e delay experienced on the i-th link 

by an information packet.     She term 

1 ^i^^- 
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is the average time an information packet spends waiting at the 

IMP for the i-th link  to become available.  Since the informa- 

tion packet must compete with acknowledgments and other overhead 

traffic, the overall message length 1//* appears in the expression. 

The term 1/C^' is the time required to transmit an information 

packet of average length !//<' .  Finally, K is the nodal process- 

ing time, assumed constant and for the ARPA IMP, approximately 

equal to 0.3 ms; P^^ is the propagation time on the i-th link 

(about 20 ms for a cross country link). 

This formula used in conjunction with a static routing 

procedure to specify the link flows, is extremely useful to ob- 

tain curves of estimated time delay. For example, consider 

the ten node AP.PA Network shown in Figure 3.2.1.  Using the new 

routing procedure described and equal traffic requirements be- 

tween all node p^irs, the A^^ were found and the delay curves 

shown in Figure 3.2.2 were obtained.  Curve A was obtained with 

fixed 1000 bit packets* while curve B was generated for exponen- 

tially distributed variable length packets with average size 

of 500 bits,  in both cases, all overhead factors were ignored. 

Note that the delay remains small until a throughput slightly 

greater thai. 40 kilobits/second/iMP is reached. The delay then 

increasas rapxdly. curves c and D represent the same nituations 

* lJt,Caal  A' a Srenerali-sation of the basic formula is used to 
allow for constant packet lengths (i.e. aero variance). 
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when all overhead factors are included.  Notice that the through- 

put per IMP is reduced to 25 Kilobits/second in case c and to 

slightly under 20 kilobits/second in case D. 

in the same figure, we have illustrated with x's the results 

of a detailed simulation performed by Bolt, Beranak and Newman 

with a realistic routing and metering strategy.       Por 

simplicity, the simulation omitted all network overhead and 

assumed fixed lengths of 1000 bits for all messages, it is 

notable thav the delay estimates from the BB. simulation (which 

used a dynamic routing stru.egy) and the computation based on 

the static routing strategy are in close agreement, m particular, 

they both accurately determined the vertical rise of the delay 

curve in the range_juet above 400 kilobits/second, the formula 

by predicting ii^te delay  and ^ simulation by rejecting 

the further input of traffic. Furthermore, the simulation did 

not require identical traffic from each IMP (as did the static 

routing procedure) and therefore the curve could actually be 

recomputed with a slightly skewed traffic distribution for 

even closer agreement. 

in practice and from the analytic and simulation studies• 

of the ARPA Network, the queueing delay is observed to remain 

well within the design constraint of 0.2 seconds until the 
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traffic within the network approaches the capacity of a cutset . 

The delay then increases rapidly. Assuming that alternate 

routing guides excess traffic along paths with excess capacity, 

no circuit will be operated at full capacity for very long until 

this point is reached and thus no sustained queuing backup should 

occur.  Thus, as long as traffic is low enough and the routing 

adaptive enough to avoid the saturation of cutsets, queuing 

delays will not be significant. 

One complete application of the mw routing algorithm 

enables us to route along shortest paths about as much flow 

as the suboptimaljnethod discussed in our Second Semiannual 

Report.  Thus, one may expect throughputs within 5-20% of optimal 

and if this is acceptable (for example, during optimization) 

there is no need to proceed further,  if, on the other hand, 

better results are required, saturated links may be removed one 

or more at a time and the complete process repeated. After each 

such iter; cion, more traffic can be sent through the network. 

As an example, the 23 node network shown in Figure 3.2.3 has 

five saturated links. Five iterations were required to obtain . 

these flows before a cut was removed and the network was 

disconnected.  The performance of the network after each itera- 

tion is plotted as throughput versus delay curves in Figure 3.2.4. 
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3.3 New Shortest Route Algorithms 

NACs improved shortest route algorithm consists of two parts: 

a modified version of Floyd's algorithm and a node truncation step. 

Step 3 of Section 3.2 represents a modified version of Floyd's 

algorithm. This version is especially efficiem. for, but not 

limited to, networks satisfying the triangle inequality.  A basic 

step for the ordinary Floyd's algorithm is to set d   = Min (d- 

+ dk,j' di,j jfor a11 k' i' 3* This equation performs unnecessary 

additions and comparisons for those j's which are directly adjacent 

to i, and for those j's and i's which do not have a path to k with 

a finite value,  in our modification, we only choose those j's 

which do not neighbor i, and thereby savings on computation can 

be made for highly connected networks.  Furthermore, we only 

choose i's and j's which have a finite path to k; thereby wa 

can save computing time for sparsely connected networks. 

Steps 1, 2, 4 and 5 in Section 2.2 represent the node 

truncation part.  The purpose of the truncation is to reduce 

the size of the network being considered so that computation can 

be simplified when eitht^ the ordinary or the modified Floyd's 

algorithm is applied on the remaining network. As already stated, 

the node truncation technique is not limited to nodes of degree 

one and two as long as the savings on applying Floyd's algorithm 

warrants the extra overhead involved in the truncation. For 
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efficient use of the algorithms, we need to i-.now at which 

level of node degrees, the node truncation approach is no 

longer advantageous. We will discuss two cases. 

The General Case 

In this case link costs (lengths) . ".y assuiae any value as 

long as there is no circuit whose suit» of costs is negative. 

Symmetry of the link cost matrix is not necessary. 

Let NN be the number of nodes in the network and D the 

degree of the node to be truncated. The number of additions 

and comparisons required at the time the node is removed from 

the net is equal to D(D-l).  The number of additions and com- 

parisons required at the time the node is returned to the net 

is 2(D-1) (NN-1). The total number of additions and comparisons 

required for the node truncation is therefore equal to (D-l)• 

(2MF + D-2). The number of additions and comparisons saved if 

Floyd's algorithm is then applied to the remaining net is 

NN(NN-l) (NN-2) - (NN-l) (NN-2) (NN-3) ■ 3(NN-1) (NN-2). 

Therefore, the net saving on the number of additions and com- 

parisons is: 3( NN-1) (NN-2) - (D-l) (2NN-D - 2).  This number is 

positive for D<NN-1 and zero if I>=NN-1. therefore, except for the 

limiting case of a completely connected net, the node truncation 

technique is always faster them Floyd's method. The algorithm 

78. 



for handling the general case is given below. 

(1)  GENERAL NODE TRUNCATION SHORTEST PATH ALGORITHM 

Step 0.  Let K = 1. / 

Step 1.  Removal of pendant nodes 

1.1 If there are no degree one nodes, go to Step 2. 

1.2 pick any degree one node and renumber it as v   Let 
K 

BK be its adjacent node, and reduce the degree of B,, 

by one.  Let K = K+l and go to 1.1. 

steP 2-  Removal of nodes with degree greater than orm. 

2.1 Rename  the remaining nodes as v^, v     ..., 
K 

such that their degrees D^ ^ ...^DK.  Let H = NN-K+1. 

2.2     Let BK = {l^,   K2 
Kq{K)} be the sets of nodes 

adjacent to vK in the remaining network, where q(K) m Min 

For i,j ■ 1, 2, ... q(K), set 

Pv    „ otherwise Ki'vK 

2.3 

D .    - DK.+ 1    if Kj_  is not directed to K. 

DKj " DKs+ 1   if Kj  is not directed to R. 

Ki»   K2,   ...,   Kq^Kj   are considered to be adjacent to each 

other. 
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2.4 If H = 2, go to Step 3.  Otherwise let H s H-l and 

K = K+l, and go to 2.2. 

Step 3.  Labeling 

3.1     For j = K+l, ..., NN, set 

PJ.vK " Pj,h 
where h satisfies d^ = dj#h + dh#VK 

dvK,j 
=K^inBK I^Ki + dKi,jj 

PvKO =Pv^r Where r satisfies \ti  = dvK, r + dr,: 

3.2     If K ^ 1, Stop.  Otherwise, let K = K-l and go to 3.1 
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The Special case: Symmetry and triancrle inequality are satisfied. 

It can be shown that regardless of the exact degree of any node 

the node truncation approach is always faster than the ordinary 

Floy-'s algorithm.  However, the modified version described earlier 

of Floyd's algorithm may be faster for nodes with large degrees. 

The exact values depend on th. topology of the network, and there 

is no simple formula to determine the breakpoint. We evaluate the 

tradeoffs between the two approachesju-^ollows. We calculate a 

node degree DT such that if D<DT where D is the degree of any node 

during the labeling process, then it is computationally more effi- 

cient to remove the node via truncation than to consider the node 

during labeling by the revised Floyd's algorithm. 

Assume that the modified Floyd's algorithm is to be applied on 

the network remaining after node k is removed.  Let DC. be the 

number of nodes not adjacent to node i in the starting network. 

Let D be the degree of node k and let 
NN 

TCD - y CD. 

The net saving on the number of additions and comparisons is more 

than 

J5[TCD(NN-2) - (TCD^CI^) (NN-d)] - Jj (D-l) (2NN+D- 2) 

- '5[TCDf2CDk   (NN.3)]   -  Jj (D -1)  {2NN+  D-2) * 

^  CDk(NN-3)   -  J5(D-1)    (2NNfD-2) 

^    (MM)    (NN-D-1)   -  Js(D-l)    (2NN+D-2) 

- ^(-D2  -   {4NN-7)   D+2(NN-1)2)>0  for D < .42  NN 
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Therefore, foi any D<.42 N.J it is alvays better to use trunca- 

tion  For the special case being considered (i.e. a symmetric 

distance matrix which satisfies the triangle inequality) the algorithm 

may be stated as given below. 

(2:  SPECIAL NODE TRUNCATION SHORTEST PATH ALGORITHM 

Step 0.  Same as in general case. 

Step 1.  same as in general c«se. 

Step 2. 

2.1 Same as in general case. 

2.2 If D> 0.42 NN, go to Step 3. 

Let BK = K1, K2, ..., KQ  be the sets of nodes adjacent 

to vK in the remaining network.  Let E be a subset of B 
R K 

which contains nodes adjacent to vK in the starting network. 

For i-1, 2,   ..., DK - 1 and j = i+1, ..., DK set 

2.3 

\.* 
=   dK.      K-    =  Min PK     K ■'   dK     T/     +   d,7       m\ j *y    ^l lKi'Kj        Ki'vK VK /Kj/ 

X-^ "/^ " ^'^ *dKi'VK + dvK'K3 
Pv „   otherwise. 

P       otherwise 
j 

Pki"=Dk. " DK. ',' 1 if Ki and Kj are not adjacent nodes. 

K1/ Kj, ..., KD are considered to be adjacent to each 

other in the remaining network. 
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2.4     Let H = H - 1 and K = K+l^^If'H = 2,   go to Step 3. 

Otherwise, go to 2.2. 

Step 3. 

3.0 Let  Q = [vm,   VJJJJ^ vK j. ,   N'   = NN-K+1 

3.1 Same as in Section 3.2. 

3.2 Same as in Section 3.2. 

Step 4.  Labeling 

4.0 K = K-l 

4.1 For any j€ {K+1,   ...,  NJ = EK , set 

-- 

d. 

Pj,vK '" Pj,li  '       pvK/j 
!! PvK/h  , 

where h    satisfies dj = d    ,. + d^ 
3#VJJ   3,h   h'VK 

4.2     if K=1. Stop.  Otherwise, let K = K-l and go to Step 4.1. 

Even though we have only considered the shortest path 

problems for all noda pairs, the node truncation techniques can 

also be used to determine shortest paths between specified pairs 

of nodes. 
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2.4 Let H = H -  1  and K = K+lTlf H =  2,   go to Step 3, 

Otherwise,   go to 2,2. 

Step  3. 

3.0 Let Q = ^VJJJJ,   vm-i*   •••.   VK\ *   »'   = BN-Rfl 

3.1 Same as  in Section 3.2. 

3.2 Same as  in Section 3.2. 

Step 4.     Labeling 

4.0 K = K-l 

4.1 For any j £ j K+l,   ...,   N I = EK > set 

d-i   xr      =   dV      i   =   Min       (dn   V     +   dK   '    VV\ 

PJ.VK 
=  Pj#h   '*        PvK,j   =  PVK/h   , 

where h    satisfies d^ = d^ ,   + d^ „ 
j#vK   3,n   

n'vK 

4.2     if K=1. Stop.  Otherwise, let K • K-l and go to Step 4.1. 

Even though we have only considered the shortest path 

problems for all node pairs, the node truncation techniques can 

also be used to determine shortest paths between specified pairs 

of nodes. 

83. 



3.4 Computational Comparisons 

The ordinary Floyd's algorithm, NAq's shortest route algorithm, 

and traffic assignment algorithm h^ve been applied to various 10 

node, 20 node, 3C node, 40 node, and 80 node networks.  The computing 

times are recorded and are listed on Table 3.4.1.  ARPA-like and ARPA 

networks for these experiements are shown on Figure 3.4.1, Figure 3.4.2, 

Figure 3.4.3 and Figure 2.1.2(g).  M:.imum .panning trees are based 

on ARPA nodes and are given on Figure 3.4.4 to Figure 3.4.7.  Minimura 

. link x-connected graphs [1]   are those thr.t are x-connec-.ed and 

are constructed with minimum number of links.  (A graph is x-connected 

if it requires the removal of at least x nodes to disconnect it). 

Oxnimrn  link 2, 3, 4 and 5 connected 10-node graphs are shown on 

Figure 3.4.8.  Those with more nodes are formed in a similar way. 

Data from Table 3.4.1 are graphed as a function of computing time 

versus number of node., in Figure 3.4.S.  These curves clearly indi- 

cate that computational complexity is proportional to NN3 for 

ordinary Floyd's algorithm regardless of the topology and is propor- 

tional to NN2 for NAC's algorithm when apnlied to telecommunication 

networks(i.e.cree structures, ARPA-like networks, 2-connected networks, 

etc.),and is proportional to NN2 for traffic assignment. For moderate (most 

nodes with degrees higher than 2) and high connected networks, the node 
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truncation part is not used in these figures since it was 

not felt that programming this general algorithm would be 

immediately necessary for our ARPA net studies.  The NAC 

modified version of Floyd's algorithm, even when used alone 

outperforms the ordinary one, especially for highly connected 

nets.  The main advantage the modified version has over the 

ordinary one is it. use of the triangle inequality,  otherwise, 

its efficiency would not be very much better than that of the 

original Floyd's algorithm.  Second, since the NAC algorithm 

requires larger overhead, the larger the net,, the better 

efficiency the NAC algorithm shows. As can be observed from 

Fig. 3.4.7 for some 10 node nets, NAC's algorithm may even 

be less efficient due to the overhead. (The lower ends of the 

curves are not quite proportional to NN^ or N3 .ules because 

of overhead factors which are significant when the net is small.) 
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■  TABLE 3.4.1 

(In Milliseconds) 

Network 

ARPA Net(Fig. 3.4.1) 
Minimum Spanning Tree(Pig.3 4 4) 

Link 2-connected 
3-connected 
4-connected 
5-connected 
8-conne^ted 

Label  Prorp»«« 
_Flrydls Algo.| NAC's AJao 

.010 

10      Minimum Link 
Nodes  Minimum Link 

Minimum Link 
Minimum Link 

Nodes 

ARPA Net (Pig. 3.4.2) 
Minimum Spanning Tree(Pig.3.4.5) 
Minimum Link 2-connected 

20 Minimum Link 3-connected 
Nodes Minimum Link 4-connected 

Minimum Link 5-connected 
Minimum Link 18-connected 

ARPA Net (Pig. 3.4.3) 
Minimum Spanning Tree(Pig.3.4 6) 
Minimum Link 2-connected 
Minimum Link 3-connected 
Minimum Link 4-connected 
Minimum Link 5-connected 
Minimum Link 28-connected 

ARPA Net(Pig.2.1.2(h)) 
Minimum Spanning Tree(Pig. 347) 
Minimum Link 2-connected 
Minimum Link 3-connected 
Minimum Link 4-connected 
Minimum Link 5-connect»d 
Minimum Link 38-connected 

Minimum Link 2-connected 
Minimum Link 4-connected 
Minimum Link 10-connected 
Minimum Link 40-connected 
Minimum Link 73-connected 

4C 
Nodes 

80 
Nodes 

.010 

.010 

.010 

.009 

.009 

.010 

.064 

.062 

.063 

.064 

.063 

.062 

.063 

.211 

.209 

.209 

.211 

.210 

.212 

.208 

.501 

.510 

.501 

.511 

.508 

.508 

.501 

.008 

.002 

.007 

.011 

.010 

.011 

.009 

.020 

.008 

.018 

.052 

.045 

.056 

.031 

.034 

.015 

.033 

.142 

.131 

.160 

.063 

.057 

.028 

.056 

.298 

.276 

.334 

.102 

^ .075 .224 
3.975 2.141 
3.968 2.329 
4.020 2.359 
4.097 .467 

Traffic 
assignment 

.007 

.008 

.008 

.008 

.008 

.007 

.007 

.023 

.025 

.024 

.025 

.023 

.023 

.019 

.055 

.055 

.057 

.056 

.054 

.054 

.040 

.098 

.100 

.102 

.099 

.097 

.095 

.070 

.380 

.388 

.377 

.341 
293 
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4. .RELIABILITY OF LARflR PQMPUTER MPTWAPVC 

4.1 iNTROnnrTTnxT 

Spurred by the early successes of the ARPA Computer Networ), 

and the economic potential of such nets, the size of computer 

networks can be expected to increase rapidly,  increased numbers 

of computers in a computer network give rise to several questions 

about its reliability. For the ARPA net the principal reliability 

requirement for smaller network designs (of less than 30 or 40 nodes) 

is that there exist two node disjoint paths between every pair of 

nodes in the net. This guarantees that at least t*  nodes or links   ' 

must fail before any two nodes cannot communicate with one another. 

More detailed reliability analysis of networks designed in this way 

indicated that this approach does in fact guarantee sufficient re- 

liability for the network taken as a whole for nets similar to the 

current ARPA net.  The first question of interest is:  does the 

two node disjoint path method suffice as the number of nodes grows. 

Closely related to this question is: vdv* mininun arount of network invest- 

ment is required as the number of nodes increase in order to main- 

tain a given level of network reliability,  m the next section ' 

results bearing on these questions are given, simply stated, it 

does not appear that network reliability constraints can be met for 
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very large nets simply by requiring two node disjoint paths between 

each pair.  More sophisticated techniques for designing large nets 

will be required.  Such techniques are currently under investigation. 

For many reasons it seems imperative that large  anputer nets 

will exhibit some hierarchical or decomposed structure.  In Section 

4.3 the computational consequences for reliability analysis of a 

two level hierarchal approach is investigated in which the nodes 

are partitioned into subnetworks called-regions" interconnected by 

a "global" network,  m the same section, the related question of 

what size regions yields minimum computation for analysis is explored. 

Finally, to make reliability analysis of large networks feasible, 

computational improvements over the techniques employed for the 

smaller networks must be developed. A detailed analysin of the 

growth of computation with network size for various reliability 

analysis techniques is found in Section 4.4, and new techniques 

which are much faster than previously known techniques are specified. 

. ■ 

4-1: NETWORK  RELIABILITY AS A FUNCTION OF STZF 

Low cost computer network designs for the ARPA Network have ip 

to now been made under the reliability constraint that two node " 

disjoint paths exist between every pair of nodes.  For networks up 

to 30 or 40 nodes this criterion yields networks which are-very _ 
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resistant to failures of their components.  For example, for the 23 

node 28 link ARPA Net, over 95% of all node pairs are able to communi- 

cate, on the average, if the nodes and links are down 2%  of the 

time. 

To measure how adequately this design technique maintained 

network reliability as the number of nodes in the network increased, 

low cost networks with 20, 40, 60, 80, 100 and 200 nodes respectively 

were designed using NAC's network design program with the reliability 

constraint of two node disjoint paths,.  The results are shown in 

Figure 4.2.1. 

As measured by the fraction of node pairs not communicating, 

the reliability actually increased v.'ith the number of nodes up to 

60 nodes at which point the reliability decreased w: th the number 

of nodes. Thus, at least for this series of networks, reliability 

will be degraded as the number of nodes increase» above 60. 

Another indication of the dependence of network reliability 

on the number of nodes is a result of Gelmans [1967].  If we con- 

sider nets in which only the links fail and take as our measure of 

reliability the probability that \h3 net will be connected, Gelmans 

found that the number of links mu&t increase at least as fast as 

NN In NN 
2 j in pi  w"ere NN is the number of nodes and p is the probability of 

link failure in order that the probability of network failure not 

approach 1. Since a 2 connected net has on the order of NN links 
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the behavior of the f» (ln „mlla p| impUe8 ^ ^ ^ ^^ 

the point „here » . 1/p2, 2 oonnectivity-wiü no ionger 9Jarantee 

".ufficient" reiiahiUty. Por exa^pie, if both nodes an. U^. feU 

with prob^iiity 0.02, an approximate analyeie with only Un* fail- 

ure. „ouW iMict. a oo»,«^ ^^ inadequate „ ^ ^^^ ^ 

Theee f« re.ult. while not definitive indicate strongly 

that more sophisticated methods of maintaing reliability for the 

designs of a larger networks must be developed. 

4.3  COMPm-ATTrmar. ^,,n,„rrrs 0F ^„^ ^ ^^ 

We consider a two level hierarchical deconposition of networks. 

The nodes are divided into groups called reoions. nodes which 

are end nodes of links connecting two regions ars called central 

«odes. * regional subnetwork or a local netw^k i, the node8 of , 

region together with the links which connect  two nodes in the 

region. Such a decomposition may result from the necessity of 

reducing the analysis or design procedures to man.gsahle size or 

it may be inherent in the structure of the network itself. For 

example, the routing procedure may require tables which are limited 

in sire or the load on the network may be such that traffic within 

csrtain group, of nodes is much heavier than traffic between the 

groups, this leads naturally m both cases to hierarchical networks. 
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One o, the first questio„s that arises is how Xarge to .a.e 

the redone a„d how many regions to oraate. one approach is to 

atte.pt to .in^.. the computational requirements ^  ^ ^^ 

procedure, suppose we have e procedure to perfor» on a network 

for which the computing time can be characterized a« ,  , 
^laroccerrzed as a polynominal 

function of the number of nodes, ^o examp.es are the NAc network 

design algorithms and some of the NAO reliability analysis programs. 

suppose further that the procedure can be carried out by per- 

foming the procedure separately on each region of our decomposed 

network and then performing the procedure once on the glob.-l net- 

work, ut NK be the tot.U nunber of nodes, NR the nunfcer of regions 

and N0 the number of central nodes per region in the global network. 

We assume that the n^ber of nodes is the sane for each region as 

is the number of central „odes and that the computing tine .or a 

aubnetwork with n nodes Is proportional to n^ for some v > 1. ^ 

these assumptions are not usually exactly valid, the conclusions 

based on them are indicatlv« a«^ *.v~   i. . inaicative and the techniques used can also be 

applied to more general cases. 

under these assumptions the total computation tine is proper- 

tional to 

T = BR (_|L)
V + (HR.Na)

V # 

where the first term corresponds to the regional calculation and 

the last ten. to the global calculation. Assuming that NR and 
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(WNR,. the number of „c^es per re9io„, can take  on non.integer 

values „e can aetermi„e th. „unfcer of regio„s which correapo„ds to 

minimun. computer time by setting _ä2_ to zero 
JNR 

fgR;- NN" (i-.v) (NR)-v + v(HR)v-i NGV _ o 

implies 

The assymptotic result as v— i, of .Interest 

«.is result can aiso be obtainea by noticing that for v large T is 

dominatsa by the subnetwor. with the iargest number of nodes, it 

is then easy to convince oneself that the minimum computation will 

occur when the giobal network has exactiy as many nodes as the 

regions, i.e., when NR • NG . m/SR  . Solving ^ ^ m ^ 

NR -VffiTSG.m ««.«a a. optllnal ^^ of ^^^ ^ ^^ 

to the nearest integer for v . 2, 3, 4, 5. 6, « and for m - 20 

in all cases, 

Reliabiiity analysis of decomposed network, can be carried 

out in a straightforward way. «>e basic step in reliability 

lim  (J|.j^=I ^v^^^T 

102. \ 



n 

W 

0I 
o 

H 
EH 
H 

o 

u 
w 
Q 

o 

§ 
H 
C5 

H 

o 

CO 
0) 

-a 
o 
B 

o 

0) 

SI 

SI 

o 
in 

w 

CD 

CO 

vD 

CO 

CM 

in 

VO 

m 

in 

o 

ro 

00 

m 

rsi 

<r»        . a\ 

oo 

a\ oo 

,   - 

ro <N 

<^ 

rn ■* cr> r» vO o * n CM (N <N (N 

v£> 

vD VD m 

. 

m in 

n <♦> 

• 

l '- 

c 
0 

«W -H 
O -P 

n> 
H -P <M <ü a 0 

•o a • n e 
o 0 . 

o 

■ 

CO in 

103, 

vo 
c 
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analysis is the determination of the number and size of components 

in a graph. First, let us review the technique for networks with- 

out decomposition (see the Thir^? Semiannual Report). 

m 

Algorithm 1. 

Step 0:  (Initialization). Start with A0 = 0 and associate with— 

node i a component label i. Set the number of elements 

in each of the NN components to 1. Set k - 0 and go to 

Step 1. 

Step 1,  (New Link). Add a link ak = (mk, nk) to «k to form Ak+1. 

If there are no remaining links;i.e.,Ak=A# stop. Otherwise 

examine the labels of mk and nk.  if they are the same, 

repeat Step 1 with k: = k+1.  If not, go to Step 2. 

Step 2:  (Join Components),  change all the node labels which are 

the same as the label of mk (including mk
,s label) to 

the label of nk. Set the number of elerients in the com- 

ponent corresponding to nk to the sum of the component 

sizes previously corresponding to mk and nk. Set k: ■ k+l; 

go to Step 1. 

The computation for this algorithm in the naive form given ' 

here is dominated by the relabeling in Step 2 which in total involves 

on the order of NN operations.  (A detailed analysis and more 

efficient variants of this algorithm are discussed in the next section). 
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To use this algorithm on a decomposed network the algorithm 

is first applied to each region separately. Then the algorithm 

is applied to the global network with the following simple modifi- 

cations to the Initialization Step 0. Each global node is given 

an initial node label which is a pair consisting of its regier 

number and the component number it ended up with in the regional 

analysis. The number of elements in the component pairs is the 

number of elements in the components resulting from the regional 

analysis, with this initialization the algorithm precedes as before. 

For example, if NG=2, NN= 200, the minimum computation (see 

Table 4.3.1)would occur when the number of regions is 17. 

To test out the decomposition approach to network reliability 

analysis a new computer program was written. By making extensive 

use of list data structures decomposed networks with arbitrary 

numbers of regions and arbitrary size of global networks can be 

handled. The examples descr.bed in Section 2 were run using the 

program. 

4.4  FAST AD30RITHMS FOR COMPUTING COMPONENTS OF SPARSE NETWORKS 

In our previous work on reliability analysis of networks, three 

approaches were introduced.  In this section we examine in some 

detail relative computational merits of these methods. The basic 

105. 
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problem is: given a network with NN nodes and NB links where each 

link has probability p of failing, we wL h to estimate h{p), the 

probability of the network being disconnected by the failing links, 

or to estimate n(p), the expected number of node pairs not able to 

communicate for NP values of p. The first approach which we shall 

call the naive approach is to first generate a random number for 

each link.  If the number is less than p, the corresponding link 

is considered failed and removed from the net; otherwise the link 

is left in. Then the resulting network is checked for connectivity 

or the number of node pairs disconnected depending on whether 

h(p) or n(p) is desired.  This computation is repeated enough 

times until a sufficiently accurate estimate is obtained according 

to the usual standards of Monte carlo simulation. This entire 

procedure must then be repeated for each of the NP values of p of-, 

interest. 

The second approach which we will call the functional simulation 

approach is based on a technique used for simulation approaches to 

percolation problems. Here as in the naive method, a random number 

is generated for each link. Now however, we order these numbers 

and their corresponding links in decreasing order. If r^ is the 

random number generated for the ith link suppose 

Xl       :L2       ^-NB 

are the random numbers in decreasing order. Then in the naive 
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method if rik> P > rikH ^ 
we would analyze for connectivity the 

subnetwork consisting of the links ^ i2 ik. We can 

evaluate one point in the sample for each value of p for one set 

of random numbers using the following procedure:  for l^p>r- 
al 

the network has no links for r. £p ^r. the network consists of 
■i 2 

,  the link i! only for r^p >ri3 the network consists of links 12 

and 13 etc. What makes this technique especially effective is 

that there exist connectivity algorithms which analyze the network 

one link at a time with the links in arbitrary order. Thus, if 

the network with all the links present is analyzed for connectivity, 

introducing the links in the order t^ i2 t^ using one of 

these techniques, we achieve the analysis for the subnetworks 

consisting of i^ i2 ik for k = 1, ..., NB. Thus in parti- 

,   cular we can determine h(p) or n(p) for all NP values of p at once 

using a connectivity algorithm once for each sample point rather 

than NP times as would be required in the naive method, if only 

h(p) is required, the computation simplifies even further, then 

for a given sample point the only quantity of interest is the 

smallest k for which 1^ i2, ..., ik i8 connected. Then, for all 

p>riv 
the net is disconnected and for all p ^r.  the net is 

connected. 
■ 

By a theorem due to Kruskal[19561 each connectivity cal^nla- 

y  t^ion is equivalent to determining a maximum tnt*\  len^h >»r^nn,-n7 

\ forest where the length of a link i is r^. This relation is dis- 

cussed in detail in a forthcoming paper by Kcrshenbaum and Van 

Slyke.[1972]. 
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The final technique which we call the Moore-Shannon approach 

is based on the use of the equation 

(1) 
k=0 

C(k) p^"* <£■ 

where C(k) is the number of disconnected subnetworks with exactly 

k links. This relation is siiftilar to one due to Moore and 

Shannon [1956] for analyzing the reliability of switching networks. 

A similar relation can be used for n(p); 

(5) 

NB 

£" 
where D(k) is the average number of node pairs not communicating 

over all subnetworks with exactly k links.  In this approach each 

C(k) or D(k) is estimated by simulation rather than attempting to 

directly estimate the sums h(p) or n(p). As was shown in the Third 

Semi-annual Report, this is especially effective in (1) because all 

but NB-N1W-2 of the C(k) are known a priori. There are f&)  sub- 

networks with exactly k links. If this number is reasonably small, 

C(k) and D(k) can be calculated by enumeration,and if the number 

is too large they can be estimated by simulation.  In either casV 

it is useful to use a connectivity algorithm whicih, after the 

connectivity of one subnetwork is determined, subnetworks similar 

■ 

■ 
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to the first can be easily analyzed using the results of the first 

analysis.  Such an algorithm was described in the Third Report. 

We now introduce several useful connectivi .y algorithms and 

analyze the computation required for each one. Before we begin, 

we note that for «i network which is nearly complete, any connectivity 

algorithm will require at least a number of calculations on the 
■ 

order of NN since each link must be examined and there are •*•  , 

(NN) • (NN-l)/2 possible links. 

For the first algorithm we use the node adjacency representation 

of the network.  Two nodes are adjacent if they are the endpoints 

of a link in the network.  The node adjacency representation con- 

sists of specifying for each node, the nodes which are adjacent to 

it. There are two such entries for each link (i,j)  one for i being 

adjacent to j and one for j being adjacent to i. 

■ ■. ■ ■ 

Algorithm 2; 

Step 0:  (Initialization) Set i=l, j=l, k=l, S=0.  Label node i«l 

with component label j=l.  Go to Step 1. 

Step 1:  (Look at new link).  Find the next node i" which is adjacent 
■ 

to i; if there are none, go to Step 3..  If node i* is not 

■ 

^ . already in a component, go to Step 2.  If the node i* is 
•   ■ ' - . 

already labeled with a component lumber,  repeat Step 1. 

. 
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Step 2,  (Add a ncxäe to the current component)  Label the node i• 

with the current component label j and add the index of 

the labeled node to the stack S. Return to Step 1. 

Step 3:  (scan a new node). Remove a node index i" from S and 

set i equal to i".  Go to Step 1. if s is  empty, go to 

Step 4. 

Step 4:  (current component complete-start a new one)  Set k:-k+l 

if k>NN we are done; otherwise, if node k is unlabeled, 

set i equal to k and set j,. j+l. GO to Step 1. if rode 

k is labeled,repeat Step 4. 

Algorithm 2 is close to being the most efficient algorithm 

possible for determining the components of a graph,  it has the 

disadvantage that the links cannot be introduced in an arbitrary 

order. Thus this method is only appropriate for the naive approach 

to reliability analysis, TO estimate the order of the computation 

involved we note that Step 1 is performed exactly 2.NB times (since 

each link appears twice in the node adjacency representation). 

Step 4 is repeated exactly NN times and Steps 2 and 3 are performed 

NN-NC times where NC is the number of components. Thus, the number 

of computations is the sum of a term linear in NB and a term linear 

in NN. SinCe to determine the components of a graph we must, in 

general, look at all the links and label all the nodes, no algorithm 

can be much faster for determining the components of a graph. 
. 

. 
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»ext, we «„.«er eeverel verietion. of Algorltta 1 which we. 

deecribed in Section 4.3. As indicated in that .ection, the 

dominant term in the number of operation, for Algorithm 1 aroae 

from step 2, the relabeling, and wa. on the order of m,2. step j 

occur, when a linh Joining two, up to now, aujoint component. 1. 

encountered,  in Algorithm 1 the component label, of the fir.t 

■  ocmponent were all changed to tho.e of the .econd component, rf 

in.te.d the number of element, of each component are maintained 

and the label, on the .malle.t component are changed, the order 

of the number of operation, i. ,„, ^ m rather than „i  ^ 

prove thi., let f (n) be the maximun number of node relabeling, 

required for any net with „ node, u.ing the modified vereion of 

Algorithm 1. Then we have the following recurrence relation for 

f(n)j 

Max /.*,  . > 
Hk<In/2]     lf (k)   + f («-JO  + *} 

■ • 

• f (n)   - Max 
(2) l<k< 

.: 

where k i. integer and  [n/2)   i. the gre.f.t integer 1... th.n or 

equal to n/2. 

Theorem 

(i) f (n) monotone increasing 

■ 

Urn (iii) ^m     -   f(n) ^, 
n-^*»     (n/2)log2n"">i 

. 
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Lemma 

(3) 

f (x)    = —_ log2 x for x>0 aatiafie8 

{' "" "i£U  <«w + f(y-x)+x} foryil. 

J!£SOt>    let g(x, y)   .(x/2,   ^ +  ((y_xy2)  ^^j  + ]f 

■  ■ 

2 
Then    ^   g(X;   y)   = __!__ 

dx^ 2ln 2 kferj > 0 for x < y. 

*— 9(x;y)   i. convex upward on  [1,  „/*,   and hence achieves ^ 

maximum in x at either 1 or y/2. 

9(1;  »-   ((y-l)/2)   log,   (y-!,  +  ! « (y/2)   lo,2y. g(y/2.. y) . 

Thus the maximum is achieved at x = y/2 and 
■ 

■ 

■ 

■ MW  g(y. x) „ f (y) „ (y/2) log2 y 

Proof:  (of Theorem)  (i) is easily proven by reference to 

Equation (2)  With k . 1.  Thus, 

f(n) j f(n-l) + f(i) + i. 
• 

,'-' -'>•• 

Next, we prove by induction on n that 

* f(n)  2   ( 

* 

■ 

■ 

■ 
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( 

We have for n=l f(l) - (l/2)log2l - 0. in general, 

f(n) -UkJftUj {fW ^^)^} 

4      Max / i 
' Uki[n/2]  UK/2)   log2k +  ((n-k)/2)   log2 (n-k) + kj 

* w^r   / ,     f(x/2)   lo^2x +   ((n-x)/2)   log2(n-x) + x] lSxSi[n/2]      I * * ; 

-   (n/2)   log2 n, 

where the first inequality results from the induction hypothesis, 

the second is a consequence of simply allowing more points to be 
■ 

considered in the maximization, and the last equality results 

from the lemma.  Now to prove (ii), we do this by induction on i. 

For /» 1 we have the trivial result f(2) - 1'20 m  1 since there 
■ ■ 

arc only two nets on 2 nodes,  in general, by Equation (3) for n ■ 2J 

/•2t-l
i   ttf)   I !««,«  {£(!0 * tia.k)  + k\ 

w 

4  1 .1 ^t 
- f (2,-1) + f (2i"1) +2^ 

■ 

. . i 

- (I-1)2Ä"2 + (J2-1)2A"2 + 2i-1 

.je-i ■ <2    by the induction hypothesis. 

This establishes (ii).  (iii) is an obvious consequence of (i) 

and (ii), 

The number of operations can be reduced still further using 

another variant. Algorithm 3, of Algorithm 1. The key to 
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Algorithm 3 is the use of a tree structure to maintain the number 

of the components of each node.  Associated with each node i ia 

\ another node, f(i), the father of i.  To find the component of a 
■ 

node i, set i0= i and repeat the iteration: 

until 

i* = f(ik) = ik, (*•) 

-, 
■ 

Then, i* is the component label.  Define F(i)ri*to be the patriarch 

of i.  The sequence i, i^ ..., ik, i* will be called the chain 

determined by i.  Then there is a one to one correspondence between 

components and patriarchs. Based on such a data structure, a simple 

algorithm for determining the components might be: 

Algorithm [Read: 1969] 

Step Oi.  (Initialization). Set f(i):»i, i-1, ..., KN,  AQ - 0, 
■ 

k:-0 and go to Step 1. 

V 
Step 1:  (New link).  Add a link ak=tn.k, r^) to Ak. Form Ak+1.  If 

there are no remaining links, i.e., Ak - A, Stop. 

Examine F(mk) and F(nk). if they are identical, repeat 

Step 1 with k:« k+1.  if not go to Step 2. 

Step 2t  (Join trees). Set f(F(nk))to P^). Set ktk-fl. go to Step 1. 
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AnaXysia of M.nH,^.. ^e ^oc  ccputational expen« occurs 1„ 

Step 1.    step 1 is encountered m  tl». and each time ,(V and 

PK. auat be evaluated. Thia Oouia involve e^inlng at „oat 

2  k nodes if nk and ^ are in the sa.e component and k nodes if thsy 

•re in different.components. Per exas^le, if the net is . chain 

and the links are introduced in order then k node, vould h. examined 

*or each k.    ID  any case, th6 order of ^ calculation ^ ^ ^ 

so this a^orithm is inferior to Algorithm 2. Hoover, we can 

improve this algorithm so that it takes a number of operation. 

Proportional to HB by using the information gained in evaluating 

P to collapse the tree. 

■ ■ 

■ 

■ 

Algorithm 1. 

Step 0. initialisation), set «(i), . i for i . i ,„,, 

A:« 0,  Jc,« o and go to step 1. 

Step 1,  (New link). Add a link a = rm  « ^ iinK ak» {mk# nk) to Ak to forin A^^ 

If there are no remaining link«, i.e., Ak - A# g0 to 

Step 2. set f (i):-*^, for every node on the chain, 

defined by ^ and nk.  set k: - k+l and do Step 1 again. 

Step 2:  (clean up).  Set f(i),-p(i) for i , l „ 

■ Analysis of J^ggg^^ oT ,     t. 

«- detailed analysis i. aoinewhat tedious and can be found in 

ficrshenbau. . van Slyke,   1972].    ^'principal coaput.tional expense 

us 
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■ 

■ 

■ 

■ 

is in collapsing the tree and computing P(mk).  m particular, we 

must essentially travel the chain from mk twice or save the chain 

because we cannot relabel the chain until we know P^). Nevertheless, 

the total number of operations can be shown to be of the 

order of NB.  To. obtain intermediate results on the components 

one keeps the current number of components «d associates with each 

patriarch node p a number d(p) which represents the number of nodes 

"down" the component tree from p where f(i) i. "above" i. Then in 

Step 1 if F(mk) *  P(nk) then two trees are being joined 8o ^ 

number of components is reduced by one and dCf^)),. dCPCmj,)) + 

d(P(nk)). Then for any patriarch p the number of elements in the 

corresponding component is d(p). 

The father relations established by Read's algorithm can be 

thought of as branches of a tree, T, where if j - f(i), then j i, 

"above" or is the "predecessor" of i in T. Initially, no branches 

of T are present. As each step is perforn-d a branch of T is 

"filled in" if 2 components are connected, otherwise nothing 

happens,  in the sample tree T depicted in Figure 4.4.1 the heavy- 

lines represent the branches "filled in" so far at some stage of 

the algorithm. A step in which the link (5, 8) is considered  " 

would cause (2,7) to be filled in, while the introduction of (5,6) 

would leave the situation unchanged,  in Algorithm 3 we initially 
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conaidar the same T as in Read's Algorithm.  However, the structure 

of T may be altered as a consequence of any step of Algorithm 3. 

Thus, suppose the tree T depicted in Figure 4.4.1 represents the 

component tree at some point during the application of Algorithm 3. 

Then a step in which (5,8) is introduced would result in the modi- 

fied tree T'of Figure 4.4.2. All nodes whose f?.chers are examined 

in the course of determining F(mjt) and t'in-^)  become immediate 

successors of F(mk),  In the example, these are nodes 5, 4, 2, 8, 7, 

Algorithm 3 while being somewhat more complicated than 

Algorithm 1 has the virtue that links can be introduced in arbitrary 

order and at any point in the algorithm the subnet is completely 

analyzed. In particular, for the functional simulation method 

the links can be introduced in order of the random numbers assigned 

to the links. Moreover, the order of the number of operations is 

•till NB. 
■ 

A final algorithm we consider is Algorithm 4, Prim'« Algorithm. 

[Prim:1957], [Dijkstra: 1959].  It is designed to find a maximum 

length spanning tree. We modify this algorithm for use in reliability 

analysis. At step k we have a set of nodes A. and we consider the 

links with one incident node in Ajc and the other one not in AJQ. 

If, of all such links, (i, j) is the longest with i CAk, j ^ ^ 

we then let Aj^ ■ /jj y A^ and iterate. Stated more formally: 

• 

.' •   • . 
. 
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FIGURE 4.4.1 

FIGURE 4.4.2 
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Algorithm 4;  Let dj be the length of the longest link from Ak to 

j for j ^ Ak. 

Step Oi (initialization). Aj^ = (l}# k - 1, d^ 0, di = r  .if 

(l,j) is a link, dj - oo otherwise .where ri#j is the random number 

assigned to link (i,j). 

Step 1.  (increase Ak). Let d.* -.Max ^ and ^ , Ak u J j J# 

Update the dj by dj:« Max | dj , r^^j.  Go to Step 2. 

Step 2»  (Test for termination).  If k - NN, stop; otherwise go 

to Step 1. 

Algorithm 4 can be used if the measure of network reliability 

is the probability of the network being connected, if one saves 

the smallest dj* encountered in step 1, (suppose it is rk*) then 
■ 

for p < r* the net is connected for that sample point and for 

p^i*the r.9t is disconnected. This algorithm restricts the order 

in which the links can be introduced but does not require one to 

present the links in order of decreasing r^j. step 1 is performed 

NN-1 times and at the kth step 2.NN-2k-l comparisons must be made  • 

to determine j* und to update the dj. Thus about NN(NN-l) compari- 

sons must be made which .-ives an order of computation of NN2 for 

this algorithm. 
• 

. 
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We are now in . po^^ to estlmate ^ ^^ ^.^ 

technique, for large networ. reliabiUty problem, xn order to 

"^ NP ValUeS 0t h*, ^ "'«" ^r a networ. with « nodes and 

NB link,, „e require the foiloving amounts of oanputation. Por 

the naive „ethod. „e perfor. on the order of „P.m  operations for 

each sampie point. To use functionai sis.ui.tion. we „ust presort 

the Unks by decreasing vaiue, of their random numbers. 

This computation.which in itseif requires on the order of «B iog „B 

comparisons dominates th« ny.<4AW ^« 
2 

the order of ocmputation for Algorithm 3 which 

is essentially linear in „. It  reliability is measured by the 

probability of disconnection. Algorithm 4 can be used to avoid 

the ordering. The order of calculations in this csse is m2. 

^e «core-Shannon approach cannot be directly compared because 

the statistical analysis is different. However, Algorif» 1 or 

Algorithm 3 could be used effectively by gener.ting a random 

«raering of the links „d then introducing them one at a time to 

obtain a sample point for c(l), then C(2) ,*. ^ u  ^ 

another means of avoiding tbe sorting of «*. nunber. M.ocl^ 

with links. 

Siting oursslves to the naive method and the functional " 

simulation method, we see thst for KP small, naive simulstion is 

pr.fer.ble because it .«ids sorting th. link.. ,» „ larg# 

function simulation is prefereble »ing M^«. 3 „^ ^ 

■ 
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for 'early complete networks ii«i«„ ^v 
k8 USlng the connectivity criterion 

Prim's Algorithm should be u«o^ «. • 
be US6d SlnCe f« =™Plete networ)» the 

■ 

!■•; 

»^ NB for 80rtlng W1U eventuiuy overtak9 the ^ 

requxred for Prim's .loorithn. 

- eMct po^ .t which ^ ^^ ^ ^^ ^ 

-raotBri8Mc8 of th9 coraputer ^ ^ ^ ^ ^ ^^ 

- ^res.    S0Be ^^ .^ ^ ^^ ^ p^w 

«<> th. r«ult. „m b, «po^a at . l4ter ^^ 

. 

■ : 

•;-.■ 

. . 
. , ■- • , , . _ , 

• 

••" i> 

■ 

■ 

1 

■\ 

' ■ 

■ 

• 
■ 

■ ■ 

■  ■ 

' 

» 
, 

■' 
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